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Preface

In the course of a central ultra—relativistic heavy ion collision, a short—lived state of high energy
density (= 1 GeV/fm? for ~ 10723 s) is formed. As a result of this high excitation, thousands of
charged particles are produced. It is this environment which is thought to recreate conditions
prevailing early in the universe. During the summer and fall 2001, the Relativistic Heavy Ion
Collider (RHIC) collided gold ions at \/syy = 200 GeV, i.e. the highest center of mass energy
achieved so far by a heavy ion accelerator.

The BRAHMS detector, located in the RHIC experimental area, has made unique measure-
ments, among the four RHIC experiments, of charged hadrons over a broad range of rapidity
and transverse momentum (—0.1 < y, < 3.6 and 0.1 < pr < 5GeV/c). The hadrons produced
consist to a large extent of pions and kaons. These unstable particles survive long enough to
be directly observed. Therefore, they serve as a probe of the collision dynamics. Of special
interest are the kaons, which carry the quark flavor called strangeness, not present in the
initial state.

The thesis is divided into eight chapters. After an introduction reviewing the field of rela-
tivistic heavy ion collision physics, Chap. 2 focuses on pions and kaons produced in heavy
ion collisions. The existing data, from SIS to RHIC energy ranges, are introduced in order to
start a discussion on the evolution of the collision dynamics with \/syy. This is followed by
theoretical descriptions of meson production (statistical models and parton cascade models).
Chap. 3 is devoted to the BRAHMS experimental setup while details on particle identification
are given in Chap. 4. In Chap. 5 is explained how invariant transverse momentum spectra are
constructed. From there, results are presented in Chap. 6, where pion and kaon distributions
are investigated as a function of rapidity, together with estimations of systematic errors. In
Chap. 7, the energy systematics introduced in Chap. 2 is fully discussed in the light of the
results given in Chap. 6. Theoretical predictions are then compared to the data. A conclusion
in Chap. 8 puts an end to the thesis.

The results presented in this thesis are preliminary, and as such, not official published BRAHMS
results. Before quoting the results, please contact the author ' and the spokespersons of the
BRAHMS collaboration 2.

Research carried out in part at the Relativistic Heavy Ion Collider, Brookhaven National
Laboratory, which is supported by the U.S. Department of Energy, Division of Nuclear Physics
of the Office of Science, under contract with BNL (No. DE AC02 98CH10886).

!Djamel Ouerdane, ouerdane@nbi . dk
2Flemming Videbak, videbaek@bnl.gov and Jens Jorgen Gaardhgje, gardhoje@nbi . dk
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Chapter 1

Introduction

Ultra relativistic heavy ion collisions are a powerful tool for probing properties of matter
under extreme conditions. The main goal is to characterize the properties of highly dense and
hot states that matter under ordinary conditions does not exhibit, and measure a transition
to a phase called the Quark Gluon Plasma, not yet clearly put in evidence. This chapter
introduces the field of relativistic heavy ion collisions by reviewing relevant theoretical tools

and some key experimental data.

1.1 Heavy Ion Collisions and Phase Transitions

The goal of heavy—ion collisions is to study
hot and dense states of hadronic matter. The
order of magnitude of temperatures and pres-
sures reached in such collisions bears no com-
parison with everyday life conditions due to
the strong binding energy existing in the heart
of atomic nuclei in contrast with the weak
bonds between e.g. water molecules. Nev-
ertheless, like water becoming steam when
heated up above a critical temperature, nu-
clear matter undergoes phase transitions. The
nature of the phase transition depends on the
initial energy converted into matter excita-
tion. For example, the liquid gas phase tran-
sition happens when the energy is above the
Coulomb barrier of the colliding nuclei (a few
tens of MeV per nucleon). It has been ex-
perimentally put in evidence, as can be seen
in Fig. 1.1 showing the correlation between
the temperature and the excitation energy
per nucleon, called caloric curve. The uni-
versality of the data as well as the plateau—
like shape are characteristic of a first order!
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Fig. 1.1: Caloric curve constituted by the nu-
clear temperature as a function of the excita-
tion energy per nucleon [1].

liquid—gas phase transition [1, 2]. Another phase—transition from hadron gas to a more exotic

li.e. showing a discontinuity.
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state is predicted to happen when much higher temperature and pressure are reached. The
next sections give an overview of the theoretical framework and predictions of this “new”
form of matter and its implication in the current knowledge of the fundamental properties of
matter.

1.2 The Quark Gluon Plasma

Hadronic matter is made of quarks. Hadrons are divided into two groups, the baryons consist-
ing of three quarks like the nucleons (gqq), and mesons consisting of a quark and anti quark
like pions and kaons (¢q). Quarks are characterized by the flavor quantum number. There
are six flavors: u (up), d (down), s (strange), ¢ (charm), b (bottom) and ¢ (top). Quarks also
carry a charge called color, together with the well known electrical charge?. Color charges
are red, green and blue + anti colors. It happens that only color neutral objects have been
observed in nature so far. A baryonic color state is always (¢,g,q,), a mesonic color state is
(gcgz) while flavor combinations are not so much restricted (the total electrical charge has to
be a multiple of the unit charge e). The interaction between color charges is called the strong
interaction, formally described by the Quantum—Chromo—Dynamics (QCD), a gauge theory
like Quantum Electro Dynamics (QED) describing the electromagnetic interaction, but based
on the symmetry of the special unitary group SU(3). The generators of this symmetry group®
are related to the physical gluons, the vectors of the strong interaction binding quarks with
each other. There is a fundamental difference between gluons (QCD) and photons (QED):
although massless like photons, gluons carry color charges. This remarkable fact leads to color
confinement.

1.2.1 QCD Confinement

Since gluons carry color charges, they are subject to a color self-interaction. This gives rise
to a coupling constant ay, indicator of the strength of the interaction, which can be written
as follows:

o, (1QF) =

Q)

3 (1.1)
1+ 5 (11n. — 2ny) log ‘%

where @ is the four-momentum transfer involved in the interaction process, p a scale constant
such that p < |@], n. the number of color charges (3) and ny the number of flavors (see
Fig. 1.2). From this formula, it can be seen that if @) is small, « is large and vice-versa. This
affects the form of the potential between two heavy quarks (V,) as a function of their relative
distance:

A(r)

Vagr) = ———= +ar (1.2)

where A(r) is proportional to 1/ log (1/r) and a is a constant called the string tension which
is the slope of the linear part of the potential, whose value is ~ 1 GeV/fm (see Fig. 1.3). The
form of the potential V;, implies that as the distance r between quarks increases, the potential
increases as well and acts against the separation, this is the color confinement. Due to the

2Constituent quarks carry fractions of the unit electrical charge e.
3from the Lie algebra formalism
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gluon self-interaction, the color field between the quarks is confined in a narrow flux tube,
so the system reminds of a string. When r becomes large, i.e. quarks are separated, it is
energetically possible to form a pair or more of quark and anti—quark from the large potential
energy between them. The color string eventually breaks up and new hadrons are formed.
This is why no “free” quarks have been yet observed at normal temperatures (7' ~ 0) and
densities (p ~ 0.17GeV/fm?). But if the distance r gets small, the bond between quarks
becomes loose, this is the so—called asymptotic freedom.

1.2.2 Deconfinement and QGP

In heavy ion collisions, the nuclear material gets compressed for a short while (~ 107%s).
The nucleons overlap in such a way that their constitutive quarks could interact directly and
roam freely inside the nuclear volume: the hadrons “melt” (see Fig. 1.4).

heating

compression

Fig. 1.4: Simple picture of nuclear matter matter melting into QGP.

If this deconfined phase is thermally equilibrated, meaning that it can be characterized by a
thermodynamical temperature (cf. Chap. 2), it is called the Quark Gluon Plasma (QGP). If
the transition from confined to deconfined matter is a first order transition, it is characterized
by a critical temperature T..

Lattice QCD

The number of degrees of freedom is expected to increase dramatically at the phase transition
from the hadronic (hadron gas) to partonic phase (QGP). Since QCD becomes perturbative
only at very large values of @ (or small ), it is not possible to get an analytical derivation
of the phase transition. However, numerical methods are used such as Lattice QCD [5, 6] to
investigate the evolution of the nuclear matter states. Figure 1.5 illustrates results from such
calculations. As can be seen, the energy density shows a sharp rise when the temperature
increases above the critical temperature 7, and vary very little at T" well above T,. Lattice
QCD therefore does predict the phase transition hadron gas QGP. The calculated critical
temperature is T, ~ 17243 MeV at vanishing baryo—chemical potential zg*. The same lattice
calculations estimate the evolution of the heavy quark—quark potential V,, with temperature.
As can be seen from the right panel of Fig. 1.5, the potential decreases at distances beyond
r ~ 0.25fm and eventually flattens for 7" > T,.. This means that the color charge gets
screened at distances of this order, dissolving the bound state of quarks. From an experimental

see definition of up in Chap. 2.
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Fig. 1.5: Left: Evolution of the energy density with temperature predicted by Lattice QCD
calculations. For all calculations, the sharp energy increase around a temperature 7" = T,
reveals a phase transition to QGP. Right: Evolution of the QCD potential with temperature.
As T increases, the potential flattens off. At T > T, the potential is negligible, the color
charge is screened and quarks evolve freely (figure from [5]).

point of view, ultra relativistic heavy ion collisions are the sole existing laboratory tool to
apprehend such high temperatures and measure this phase transition. It also gives the unique
opportunity to characterize the properties of “extended space time regions containing a locally
modified vacuum state” [7].

1.3 Relativistic Heavy Ion Collisions

In this section are given some central “pictures” of relativistic heavy ion collisions. The
variables used are defined in Appendix B. Figure 1.6 illustrates a schematic view of two
nuclei of the same kind approaching each other in the center of mass (CM) frame of these
nuclei. The nuclei are Lorentz contracted in their direction of motion due to their relativistic

spectators

B

spectators

Fig. 1.6: Schematic view of a relativistic heavy ion collision : two nuclei approaching each
other at an impact parameter b (left), spectators flying away and expanding fireball (right).

speed. The transverse distance between their trajectories (defined by the motion of their
respective centers) is called the impact parameter b. In the region of overlap, nucleons are
called participants, they interact strongly and give rise to an expanding volume of high energy
density called the fireball. Outside this overlap, non interacting nucleons are spectators, they
keep their original momentum and fly away from the hot zone without “participating”.
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1.3.1 Collision Centrality

The spectator—participant picture is used to characterize the centrality C'. The latter is related
to the overlap surface in the transverse plane of the colliding nuclei and is defined as

C = [/Ob d%(b) db'] Jom (1.3)

where o0;, is the total inelastic cross section and b, the impact parameter cut off. From this
definition, C is the probability that a collision occurs at b < b.. For two identical colliding

solid spheres, d”id’;)(b) = 27mbdb. Therefore, since b,,,, = 2R, where R is the sphere radius, one

obtains C' = ﬁi. For gold nuclei with 197 nucleons each, R = 1.2 x 197'/3. Therefore, the

centrality range 0-5% corresponds to impact parameters ranging from 0 to 3.1 fm.

Since the impact parameter b is not directly measurable, one uses experimental observables
like the number of produced charged particles. Indeed, this number is correlated to the
number of participants. Quantitatively, the number of participants is estimated by the Glauber
model [8, 9]. Figure 1.7 shows the correlation between the number of participating nucleons
and the impact parameter for Au+Au collisions, based on the Glauber parametrization (used
e.g. by the event generator HIJING [10]). In this model, three assumptions are made:

400

Glauber model calculation

350 .
(used in HIJING)

300
250

a
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Fig. 1.7: Number of participants versus impact parameter based on the Glauber model.

—nucleons are distributed according to a density function (e.g. Wood—Saxon),

—nucleons travel in straight lines and are not deflected by interactions,

—nucleons interact with the inelastic cross section oyy measured in p+p collisions at the
same initial energy even after multiple interactions

There are two practical ways to use the Glauber model. One is a Monte Carlo (MC) calculation
where nucleons are distributed in the nuclei according to the density function while the other
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uses the optical-limit approach where the problem is solved by numerical integrals. Both
methods agree in the number of participants calculated at a given impact parameter but
differ in the total cross—section because the optical-limit approach imposes a cut—off in the
maximum impact parameter. Therefore, large differences exist between the two calculations
in peripheral collisions.

1.3.2 Collision Transparency

The concept of transparency is linked to the baryon stopping. It is illustrated in Fig. 1.8.
A collision is called transparent when the original nucleons left little of their initial kinetic

1 t2

Fig. 1.8: Simplistic view of a transparent collision. The participant nucleons keep most of
their initial momentum but leave a highly excited zone between the nuclei (excited color fields)
that give rise to a net baryon poor fireball.

energy during the interpenetration of the colliding nuclei. In that case, as the original nu-
cleons move away from the interaction zone at a barely altered rapidity®, the mid-rapidity
zone is characterized by a net baryon density (N, = Np — Ng) close to zero due to baryon
number conservation, meaning that the baryons and anti-baryons detected at mid-rapidity are
all produced.

Conversely, the full stopping scenario implies that the original nucleons are mostly distributed
around mid-rapidity, with a maximum at y = ycoa (see Fig. 1.9). In that case, NV, is greater

1 t2 t3 t4

Fig. 1.9: Simplistic view of the nucleon stopping. The participant nucleons lose most of their
initial momentum, they are stopped. In that case, the fireball is net-baryon rich.

than zero at ycops and the fireball is net—baryon rich. The concept of transparency and stopping
were investigated by Bjorken in 1983 [11]. He described the evolution of the central rapidity
region in heavy ion collisions based on observations from p+p collisions and hydrodynamics.
The assumptions in the Bjorken picture are:

5The concept of rapidity density is explained in appendices B and E.
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Boost invariance Since rapidity densities dN/dy are independent of rapidity for at least
a few units of rapidity around mid rapidity in p+p and p+A collisions,
it is assumed to be true in A+A collisions as well.

Transparency Fragments of the original nuclei do not end up in the central rapidity
region, solely populated by particles produced from the breaking of
color strings.

2D—problem The transverse expansion of the source is ignored because of the large
initial transverse scale of the source compared to its longitudinal scale.
This is at least true from central collisions and reduces the problem to
the coordinate z (ion direction of motion) and ¢ (time).

Expansion At some early time, assumed to be of the order of the characteristic
hadronic formation time scale ¢t ~ 1fm/c, the system thermalizes and
hydrodynamics governs the evolution and expansion of the source.

The boost invariance assumption implies that the initial energy density is the same in different
Lorentz frames at the same local time. Due to the homogeneity of the source in all frames,
there is no pressure gradient to change the longitudinal flow and the velocity of each fluid
element remains the same. If at ¢ = 0, right after the nuclei have collided, the longitudinal
extent of the source is negligible, the relation z = St holds true at all times ¢ > 0. The proper
time 7 is then

2
T—g— t2<1j_2)—m (1.4)
As the evolution looks the same in all mid—-rapidity like frames, energy density and pressure
only depend on 7. Isoenergy and density curves are therefore hyperbolas in the (z,¢) space and
can be used to distinguish between the different phases of the collision evolution. A possible
evolution of A4+A collisions is illustrated in Fig. 1.10.

During hydrodynamical expansion, entropy® is preserved. Therefore, the entropy at thermal-
ization is the same at freeze—out, when no more interactions between particles occur. If the
initial entropy can be calculated, the final multiplicities can be predicted. Hence, the initial
energy density € can be deduced from the measured multiplicities dN/dy:

__ (B) _ {mr)cosh(y) WAV (mr)3dN

Vv AAz AT 2 dy

(1.5)

where 7 is the initial formation time, usually taken to be the thermalization time scale 1fm/c
and A is the transverse area of the zone (the relation z = 7sinh (y) is used to get the final
term).

1.4 Experimental Highlights

(Ultra)relativistic heavy—ion collision experiments carried out at the Heavy—ion Synchrotron
(SIS), Alternating Gradient Synchrotron (AGS), Super Proton Synchrotron (SPS) and the
Relativistic Heavy—lon Collider (RHIC) have provided an outstanding amount of interesting
data. This section reviews a few of them illustrating the potential of this field for “new
physics” like the existence of the QGP.

6¢cf. Chap. 2 for details on entropy production.
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Fig. 1.10: Possible space—time evolution of a relativistic heavy ion collision according to the
Bjorken picture.

1.4.1 Results prior to RHIC

In this section are presented a few published results from relativistic heavy ion collision ex-
periments prior to RHIC. Note that this is not an exhaustive review.

In—medium Effects Near Kaon Production Threshold

Mean—field calculations [12] predict a change of the K™ and K~ masses when the nuclear
density p increases above its value at saturation py. This effect is caused by a repulsive
KN potential and an attractive K~ N potential. A direct consequence is a change of the
kaon production energy threshold /sy, which increases for K* and decreases for K. The
KaoS collaboration [13] (SIS) has measured the K+ and K~ multiplicities per number of
participating nucleons in C4+C / Ni+Ni as a function of @ = /syy — /sm (left panel of
Fig. 1.11), and Au+Au / C+C collisions as a function of the beam energy (right panel of
Fig. 1.11). The solid lines on the left panel represent parameterizations of the available pp
data (see [14] and references therein). In NN collisions, the K™ multiplicity exceeds the K~
multiplicity by one or two orders of magnitude at the same () value. This large difference is
not seen in AA collisions where kaon data nearly fall on the same curve, showing a strong
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Fig. 1.11: Left: Kt and K~ multiplicities per participant as a function of @ (see text) [13, 14].
Right: K multiplicity per participant in C+C and Au+Au collisions as a function of beam
energy where lines represent IQMD simulations with in—medium effects (solid) and without

(dashed).

enhancement of K~ interpreted as a lowering of /sy, . due to in medium effects. On the
right panel is shown a comparison between K data and IQMD prediction with and without
in medium effects. The data is reproduced if in medium effects are included. Note also that
the difference data—simulation with bare K+ mass is larger in Au+Au than in C+C because
of a much richer baryonic environment. The nuclear density is therefore higher in Au+Au
where the K mass is more affected by in medium effects. Sth -+ 18 therefore increased more
strongly than in C+C, leading to a larger K suppression.

Transverse Flow

The transverse flow reveals its print on the transverse mass spectra. The latter can be described
by the Boltzmann like distribution, as long as the particle source is thermalized and has a
temperature 7" 2> 50 MeV, where bosonic and fermionic effects can be ignored:

AN ey (ST ™ (1.6)
demL T

where T is the inverse slope parameter or apparent temperature of the emitting source. For
an ideal source at rest where particle motions are purely thermal, the slope parameter is
expected to be the same for all particle types. When the inverse slope parameters obtained
from fits are plotted against the corresponding mass, one sees a quasi—linear dependence up to
m =~ 1 GeV/c?, as can be seen on Fig. 1.12. Moreover, the magnitude of this linearity depends
on the system size: the bigger the system, the bigger the slopes [15]. On the other hand, for
hyperons which carry a certain amount of strangeness, the linearity slope mass does not hold
anymore. This feature is interpreted as an early (chemical) decoupling of the heavy hyperons
from the system before thermal freeze out, when particles have built up the full flow through
subsequent elastic collisions [18, 19]. Nevertheless, since the inverse slope parameters reveal
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Fig. 1.12: Inverse slope parameter as a function of mass from the reaction Pb+Pb at
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the state at thermal freeze—out, populated mostly by light hadrons, it has been suggested to
split the parameter 7' into two components, a thermal part T, and a part resembling the
collective expansion:

T:Tfo+m <BJ_>2 (17)

with (5,) defined as the average transverse flow velocity, owing to the fireball pressure. An
alternative to this simple parametrization was proposed in [20], which aims at describing the
transverse flow by a hydrodynamical ansatz. Transverse mass spectra are modeled as follows:

dN R p. sinh p m cosh p
S — drm, Iy |———| Ky |——— 1.8
mldml X /0 rarmLfo |: Tfo :| ] |: Tfo ( )

where p = tanh™' 8, (r) and 3, (r) = B (r/R)®. I, and K, are modified Bessel functions. The
exponent « describes the evolution of the flow velocity (or flow profile) from any radius r to
the freeze—out radius R. Figure 1.13 compiles the incident energy dependence of Ty, and ()
from SIS to SPS energy regimes, whether the exponential or blast wave description was used.
As the incident energy increases, the freeze out temperature increases rapidly (low \/syy)
but tends to level as \/syn enters the SPS regimes. This behavior is seen in the general trend
of the energy dependence of (4,) within the systematic errors of all experiments.

J /1) suppression

In early spring 2000, a CERN press re-
lease announced that a “new state of mat-
ter” was observed in Pb+Pb collisions at
Vsvn = 17.2GeV. Such enthusiasm is
mainly motivated by a study of the J/¢
multiplicity carried out by the NA50 ex-
periment. .J/1 is a tightly bound state of
charm and anti charm quarks (cc). It is
predicted [21] that its yield is suppressed
in a deconfined medium due to the screen-
ing of the attractive color interaction which
normally binds the ¢ and ¢ quarks to-
gether. Moreover, .J/v is particularly in-
teresting because it probes the state of oL
matter in the earliest stages of the colli- 0 05 1 15 2 25 3 35
sions since c¢ pairs can only be produced £ (Gev/fmd)

at that time (.J/v interacts little with the

hadronic medium due to its large bind- Fig. 1.14: J/¢ suppression measured by
ing energy of the order of 600 MeV, and NA50 [21, 22].

therefore can survive the different collisions stages until it weakly decays). The J/v¢ produc-
tion is studied via its decay into two muons p*p~. The suppressed .J/v¢ production is visible
in Fig. 1.14 which shows the ratio between the measured .J/¢ multiplicity normalized to the
yields expected if nuclear absorption is the only source of suppression, as a function of the
energy density. As can be seen, a clear suppression is visible above € ~ 2.3 GeV /fm?, which is
consistent with the formation of a QGP (see [21, 22]).
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Strangeness Enhancement

Another possible signature of the QGP existence is the enhanced production of strangeness. It
is predicted that the strange quark and anti-quark ss production is enhanced in a deconfined
medium ([7] and references therein) by thermal glue based processes. Indeed, the gluon density
in a QGP is high while chiral symmetry might be (partly) restored [23, 24]. The latter
point leads to a decrease between the mass differences between the various (anti)quarks.
Consequently, a relative enhancement of the production of heavy quarks comparatively with
confined medium production is expected. This enhanced heavy quark content has to be
reflected in the final chemical state of the collision. On the other hand, secondary processes
like 7 +n — K + A can also lead to strangeness enhancement when the production process
approaches equilibrium conditions but this hadronic process would require a much longer
equilibration time due to the energy required (2 100fm/c) than in a QGP scenario (in the
order of a few fm/c) for (multi)strange baryons. For these resonances, the enhancement
is relative to the production yields measured in pA collisions. Figure 1.15 shows the ratio
between measured yields of (multi)strange baryons from p+Pbh, Pb+Ph and p+Be collisions
at \/syy = 17.3 GeV as a function of the number of participants (centrality) [25].
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Fig. 1.15: (Multi)strange baryon enhancement relative to pA collisions [25].

As can be seen, while the ratio is consistent with unity for p+Pb yields, a clear enhancement
is seen in Pb+Pb, directly related to the strangeness content on the baryon specie (s, =
1 < sz =2 < sg = 3). Another way to address the strangeness enhancement is to study
the production of (anti)kaons (composed of u,u and s, § quarks) relative to pionic production

(u,u and d, d). These observables are discussed in details in this thesis (c¢f. Chap. 2, 6 and 7).



wviiapucl L. 1l 0U0UudtCuiULL

1.4.2 News from RHIC

After only three years of operation, the four RHIC experiments, BRAHMS, PHOBOS, PHENIX
and STAR, have provided a wealth of new results contributing to the understanding of hot
and dense matter properties, and more results are to come (the following items only represent
a small fraction of the most recent results).

Apparent Chemical Equilibrium

Particle abundances and ratios are successfully described by the statistical model from SIS
to RHIC energies [26, 27, 28]. The picture emerging from this model is that the fireball
reaches chemical equilibrium and then freezes out chemically (no more inelastic scatterings
occur). This model is characterized by a remarkable simplicity, two or three parameters are
enough to describe most of all existing data on ratios and multiplicities from SIS to RHIC:
chemical freeze—out temperature T, and baryo-chemical potential ;15, a quantity that can
be understood as the affinity of the medium to create a baryon at a certain energy and
temperature (see details in Sec. 2.4.1). A third parameter is sometimes used to account for
the failure of the model to describe the amount of strangeness but the most recent models do
not use such a parameter. The right panel of Fig. 1.16 shows statistical model calculations
confronted to experimental particle ratios measured from Au-+Au at \/syy = 130 GeV [26].

~ 103 r
§ SpS Pb+Pb collisions p g é plp NA SE o KIKY KT pit KO KO
z102k p ml?%-aé_{'__‘r—arﬁ—%
K -
=10 b L
= . | .
' E T=159 +3.2 MeV o -
N S 1,=242+13 MeV S bt
1 = Y, =0.76 £ 0.052 i PHENIX - —
b Ewpear | | cEE
10" 1 10 10°

10 0
Multiplicity (therm. model)

Fig. 1.16: Left: Hadron multiplicities from central Pb+Pb collisions at /syny = 17.3 GeV
measured by NA49 confronted with the grand canonical statistical model [28, 29]. Right:
Experimental particle ratios measured in Au+Au collisions at \/syy = 130 GeV and statistical
model calculations with 7" = 174 MeV and pp = 46 MeV [26].

Note that the ratios reported in Fig. 1.16 are measured at mid rapidity. Total multiplicities
of identified particles measured at SPS are also presented here to stress the good agreement
between the model and the data. Total multiplicity calculation at RHIC energies cannot yet be
compared with experimental measurements. However, this thesis presents the first estimation
of total multiplicities of pions and kaons produced in Au+Au collisions at /syy = 200 GeV
(cf. Chap. 6 and 7).

Net—Baryon, Transparency and Degree of Stopping

As mentioned in Sec. 1.3.2, the transparency, related to the degree of stopping, is investigated
by measuring the net—baryon multiplicities: transparent collisions are devoid of net—baryon in
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the central rapidity region. The initial conditions of the hot and dense fireball are therefore
driven by the net—baryon density which leads to different QGP scenarios: on one hand a high
temperature and low up (transparency) reminding of the early universe conditions, on the
other a large pp and lower temperature (stopping) reminding of conditions existing inside
dense stellar objects like neutron stars. Figure 1.17 shows the net proton rapidity density as
a function of rapidity measured at three energy domains (AGS, SPS and RHIC). As \/syn

80 o AGS - E866/E877
A SPS-NA49
0
8 m RHIC - BRAHMS
et 60
o i
S i
2 L 3
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5 0l 25
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L [g] % %}O‘
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1 1 1 I 1 1 1 I 1
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Fig. 1.17: Net—proton rapidity density as a function of rapidity at three energy domains. A
higher collision transparency is achieved at higher \/syy, revealed by an increasing depopu-
lation of net—protons at mid-rapidity. Figure is from [30].

increases, the mid-rapidity densities decrease quite dramatically, showing that more trans-
parency is achieved. This explains why heavy ion collisions at RHIC are sometimes referred
to as “micro-bangs”. More details can be found in [30].

High-p; Jet Suppression

Particles with transverse momenta above 2 GeV /c are primarily produced by hard scatterings,
i.e. with large momentum transfer (), domain of perturbative QCD. Such high pr particles are
produced when the nuclei start interacting and hence serve as a probe of the early dense phase
of the system. In order to study the effect of the dense medium, p+p data at \/syy = 200 GeV
have been collected in 2001 by the RHIC experiments. Since hard scatterings are likely to
happen no more than once per hard nucleon early in the reaction, their number is expected
to scale with the number of binary collisions N.,;. The nuclear modification factor is thus
defined as

(Yield per A+A collision)

1.9
Neo) (Yield per p+p collision) (1.9)

Raa(pr) = <

Figure 1.18 shows R4 obtained from mid rapidity 7° as a function of pp, measured by

PHENIX [31]. R4 is consistent with unity within the covered py range in peripheral collisions,
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Fig. 1.18: Nuclear modification factor R,, showing hight p; my suppression in Au+Au
central collisions compared with peripheral collisions at \/syy = 200 GeV. The shaded boxes
are errors on the normalization of the ratio ((Veey)). The figure is from [31].
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Fig. 1.19: High p; suppression measured by BRAHMS at two different locations in the
rapidity space (y = 0 and y ~ 2) for Au+Au collisions at \/syy = 200 GeV. The bottom
panel is the ratio between the nuclear modification factors obtained from the most central
collisions and collisions from a more peripheral centrality class (figure from [32]).



4.7, L/APCLIIHCH LAl L1151 s 110D

meaning that peripheral collisions consist of a bare superposition of binary NN collisions. But
central collisions exhibit a strongly suppressed nuclear modification factor, decreasing from 0.4
to 0.15 with increasing pr. This strong suppression indicates that produced high py particles
loose energy while traversing a very dense medium, possibly a QGP.

BRAHMS has also measured such a suppression at y = 0 and y ~ 2 from Au+Au collisions at
VvV SnN = 200 GeV. Results are shown in Fig. 1.19 (from [32]). It shows that the suppression
of high pr particles extends at least to n ~ 2. Conversely, in collisions between deuterons
and gold ions (d+Au) at the same center of mass energy (\/syy = 200GeV), no high py
suppression is observed, as can be seen in Fig. 1.20.
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Fig. 1.20: Nuclear modification factor measured by BRAHMS at mid-rapidity from d+Au
collisions at \/syn = 200 GeV, compared with Au+Au collisions (figure from [32]).

Thus, high pyr suppression appears to be directly correlated with the size of the participant
volume. It is “reasonable to surmise that [the suppression] is related to medium effects tied
to a large volume with high energy density” [32]. In other words, this signal can be seen as a
signature of the occurrence of a QGP phase in central Au+Au collisions at the topmost RHIC
energy.

hodhdddd
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Chapter 2

Charged Pion and Kaon Production

Mesons are the lightest hadrons. Therefore, the large energy density achieved in the course of
relativistic heavy ion collisions is mostly converted into pion and kaon production by strong
interactions. Unlike pions, kaons carry strangeness, a quark flavor that is not present in the
initial system. Kaons are therefore the most abundant outcome of the produced strangeness
and constitute an interesting probe of the hot and dense conditions.

Chapter Content

After an introduction on pions and kaons, a review of existing data from relativistic heavy ion
collisions is presented. Then follows the introduction of two families of theoretical models aim-
ing at predicting particle multiplicities: the thermodynamical models (hadron resonance gas
and statistical model of the early stage), and two microscopic models (HIJING and AMPT),
describing ultra—relativistic collisions from the dynamics of partons (quarks and gluons).

2.1 Properties of Charged Mesons

2.1.1 Some History

Pions (7) were discovered experimentally in 1947 [33, 34] by investigating pictures capturing
tracks of decaying particles. This discovery was welcomed with a great enthusiasm: pions had
been predicted to be the carriers of the strong force by H. Yukawa in 1935 [35]. The kaon (K)
discovery [36] came shortly after the pion discovery during the same year (Fig. 2.1). Kaons
seemed to decay more slowly than would have been expected from the large amount of energy
released in the process. M. Gell-Mann assigned them a quantum number s with no physi-
cal meaning to account for this “strange” behavior. As particle accelerators provided higher
and higher collision energies, many new exotic and “strange” particles were discovered whose
systematics was not understood until Gell-Mann again and Zweig proposed the quark model
to unify and describe the whole hadron family. Pions and kaons belong to the meson group,
particles made of a quark and anti—quark (qq) according to the principle that hadrons have
to be color neutral. As the understanding of the strong force improved with the development
of the formalism of non abelian gauge theories from which QCD derives, the pion was finally
replaced by the gluons as vectors of the strong force, and the strangeness s acquired a real
physical meaning as being one of the six quark flavors.

19
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Fig. 2.1: First picture showing the decay of a neutral kaon, called at that time “V” particle
due to its decay topology (left), and of a charged kaon, characterized by a kink along the track
path (right).

2.1.2 Basic Properties

The pion is an isospin triplet (I = 1 with degeneracy g; = 21 + 1 = 3), components are 7,
7~ and the charge neutral 7°. The kaon is also isospin degenerated (I = 1/2), components
are K*, K° (u > d) and K—, K° (u + d). Note that two neutral linear combinations are
observed, K = 1 |K° + K°) (short lifetime) and K} = 1 |K® — K°) (long lifetime), but it is
not discussed in this thesis. These particles are unstable, they decay into lighter particles due
to the weak interaction that does not conserve the quark flavor (unlike the strong interaction).
The decay is characterized by the mean lifetime 7 (defined in the reference frame of the
decaying particle), commonly expressed as e¢r with ¢ the speed of light. Table 2.1 summarizes

the main characteristics of charged pions and kaons in the vacuum.

mass CT

Quarks (GeV/c?) Q B S I J (cm) Decay modes Br. ratio

™t ud(ud) 01396 1 0 0 1 0 7804 put + v, (cc) 99.99%
wt + v, (cc.) 63.51%

at 4+ 70 (c.c.) 21.16%

K* w5 (as) 04937 +£1 0 41 1/2 0 3713 7t + 7% + 7 (cc.) 5.59%
0 4+ et + v (c.c.) 4.82%

™+ ut + v, (cc) 3.18%

Tab. 2.1: Charged pion and kaon characteristics in the vacuum, where @), B S, I and J
are the electrical charge, baryon, strangeness, isospin and spin quantum numbers respectively.
Negatively charged mesons are charge conjugates — c.c. — of positive mesons. Only the main
decay modes and their respective branching ratio are tabulated.
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2.2 Charged Meson Production

2.2.1 Basic NN Reactions

In elementary nucleon nucleon collisions, charged pions and kaons are produced either directly
NN — 7w/K, or indirectly NN — ... — 7w/K. The basic production reactions governed
by the strong force conserve electrical, baryonic and strange quantum numbers. From these
rules, the following reactions are derived:

n+n — T 4+n+p (uw creation with rearrangement)

p+n — T +p+p (uw creation with rearrangement)

p+p — T 4+n+p (dd creation with rearrangement)

n+p — 7wTt+n+n (dd creation with rearrangement)

p+p — KT+A+p (ss creation with rearrangement)
N+N — Kt+K + N+ N (s5and uu creation without rearrangement)

Tab. 2.2: Meson production from NN reactions.

The production energy threshold /sy, in the NN center of mass is deduced by summing the
mass of the products:

\V Sth = 2mp - Q - 2mp - (Qmp - Z mproducts) = Z Mproducts (21)

For example, /sy, = mg+ + mp +my = 2.55GeV. The other meson threshold energies
in NN interactions are /sy, = 2.01 GeV and /sy, .. = 2.87GeV. As an illustration, the
experimental pp reaction cross-section is shown in Fig. 2.2. Above \/syny ~ 2m, + m,, the

pp cross sections

60

UrQMD 1.0

» Otot
ZN ; O data (PDG)
g — UrQMD
10 1*&5?&%‘0, cr:u(?
® data (PDG)
'''''' uUrQMD
0 1
2 3 4 5 6 7 8 910 2
Ecm (GeV)

Fig. 2.2: pp cross—section as a function of /sy (figure from [37]).

cross section is dominated by inelastic processes, i.e. particle production. At RHIC, incident
energies are much higher than the threshold energies /sy, (about 100 times higher).
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Associated Production, Pair Production and String Fragmentation

Prior to the quark model, it had been noticed in NN collisions that the production of a
positive kaon occurred together with the creation of a A or X particle. This phenomenon is
called associated production and is characteristic of the conservation of a charge like quantity
that was then named strangeness. With the quark model in mind, associated production is
straightforward to understand. By examining the reactions listed in Tab. 2.2, the creation of
a single s§ pair is enough to produce a K if the quarks recombine into A (X) and N. This is
not the case for K~ since its production requires the creation of an extra uu pair. Therefore,
an asymmetry exists between the production of K+ and K~ in a baryon rich environment:

N(K+) ~ N(K+)p-p-+N(K+)a-p-
N(Ki) ~ N(Ki)w)-

where a.p. refers to associated production and p.p. to pair production. Moreover, K~ can be
reabsorbed by the medium via a (reversible) process called strangeness exchange reaction:

K +n & 7 +A
us +udd < ud-+ uds

where the s quark of the K~ replaces a d quark of the neutron and vice versa. Again, in
a baryon rich environment (no anti nucleons), this channel is forbidden to K, which leads
to an excess of KT w.r.t. K. For pions, one does not talk about associated production
but charge exchange reaction between the isospin states of the nucleon (neutron and proton).
Unlike kaons, both 7~ and 7" can be produced by charge exchange reaction (cf. Tab. 2.2).

Pair production means that a particle is created together with its antiparticle. For example, the
reaction p+p — KT + K~ + p + p is a pair production reaction, in contrast with associated
production. Note that in both cases, quarks are produced by pair ¢g in order to respect
flavor conservation. For pions, pair production is not the dominant mechanism. Indeed, they
are mainly produced by strangeness exchange reaction in a baryon rich environment (lower
energy threshold than pair production), higher mass string break up or, as is detailed below,
by resonance decays. The last two processes can produce many pions at once. For kaons, pair
production should play a more important role than for pions due to the absence of associated
production of K~. Production by string fragmentation is expected to be dominant at RHIC
around mid-rapidity, where the net—baryon densities are low [30, 38]. The model describing
string break up is based on the formalism of strings [39]. The dynamics of the color flux
between two quarks ¢g is modeled by a relativistic string [40]. When the tension reaches
enough potential energy by stretching, it fragments into pairs of quark—antiquark. These
quarks cannot evolve freely, unless a QGP is formed for a short while during the phase of high
density and temperature, and hadronize by flavor and color recombination.

2.2.2 Meson Production by Hadronic Decays

Charged mesons are also products of resonance decays. Resonances are excited hadronic
states. Each resonance is characterized by its Breit Wigner width I' that can be related to
the resonance lifetime 7 and mass width Am by the following equations :
Am = T'/¢ (2.2)
T = h/)T
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For this reason, resonances are considered as quasi—particles since their mass is not completely
well-defined. One distinguishes between mesonic and baryonic resonances. A common bary-
onic resonance is the A(1232) of width I' = 120 MeV. It occurs in NN interactions and decays
into a pion and a nucleon:

NN —- NA = NNx«

Hyperons, which are not resonances but baryons containing one strange quark (A’s) up to
three strange quarks (€2’s) are also unstable. Their lifetime is much shorter than that of kaons
and therefore decay very close to the primary interaction point (vertex). Kaons are therefore
the only strange charged particles surviving long enough to leave tracks in detectors. This
point, together with their relatively high multiplicity, makes kaons the most handy strangeness
probe in the experimental point of view.

The products from hyperon decays often contain a charged meson, e.g:
AN—=p+n

In Appendix C are listed the most common resonances and hyperons with their main decay
modes containing a charged meson.

2.3 Data Review

The energy systematic of charged meson production, via the study of their rapidity densities,
total multiplicities and transverse momentum spectra, is a powerful probe of the collision
dynamics. In this section are reviewed the existing data of charged pion and kaon production
from \/syy = 1GeV (SIS) to /syny = 130 GeV (RHIC), two orders of magnitude in energy.
The SPS data are from central Pb+Pb collisions, i.e. 2 x 208 nucleons (5% more nucleons
than in the Au+Au system). AGS and SIS data are from Au+Au collisions. A special focus is
put on the relative abundance of kaons with respect to pions. Indeed, an anomalous increase
of the kaon to pion ratio with increasing \/syn has been proposed as a signature of hadron
deconfinement in the early phase of the fireball [7], as was already mentioned in Sec. 1.4.1.
The discussion opened in this section will be carried along in Chap. 7 where these data are
compared to the results of this thesis.

2.3.1 Pion Production

Figure 2.3 shows the rapidity distribution of 7~ for the top 5% central collisions measured
by different experiments. The overall multiplicity systematically increases with increasing
incident energy. At RHIC, only mid rapidity data have been available so far. Figure 2.4
shows the mid-rapidity and 47 multiplicities of positive and negative pions as a function of
v/ Snn (top panel). Ratios are shown in the bottom panel of this figure. It reveals that
the isospin asymmetry visible at SIS energy, where produced pions are dominated by the
A(1232) resonance decay and charge exchange reactions [46], is reduced with increasing /sy .
The evolution of the ratio N*/(dN*/dy),—o shows that the total multiplicity of positive and
negative pions is less and less dominated by the mid rapidity multiplicity as /sy increases.
It can be explained by an increasing longitudinal flow with \/syn.
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Fig. 2.3: Pion rapidity density as a function of rapidity and /syy from /syny = 1GeV
to /synv = 130 GeV. The RHIC data are from [41], the SPS data from [42], the AGS data
from [43, 44] and the SIS data from [45, 46].
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Fig. 2.4: Energy systematic of positive and negative pion multiplicities and ratios. Solid lines
are drawn to guide the eye. The errors are systematic.
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2.3.2 Kaon Production

In Fig. 2.5 are plotted rapidity density distributions of K+ and K~ at different \/syy. The
overall feature that pion distributions exhibit is also visible for kaons, i.e. a substantial increase
of the multiplicities with /sy, but there is a significant difference de visu between pions and
kaons: the K~ multiplicities are significantly lower than that of K, even at \/syy = 130 GeV.
These differences are quantified and plotted in Fig. 2.6. Like for pions, the big discrepancies
seen at low energy between K and K~ decrease as \/syy approaches the RHIC top energy.
The ratios (K) / (dN/dy),—o also show (together with pion ratios) that the source is more and
more elongated as \/syn increases.

Another remarkable feature that goes along with this statement is the energy systematics
of the inverse slope parameter extracted from kaon transverse momentum spectra at mid
rapidity!. At all energies, the kaon spectra could be fitted with a exponential function in my.
Inverse slope parameters are plotted as a function of \/syy in Fig. 2.7. As can be seen, the
transverse activity characterized by a fast increase at low energies becomes smoother from
SPS to RHIC energies, meaning that the longitudinal expansion is taking over the transverse
expansion. In a recent preprint [52] is reported an anomaly in this transverse activity: “The
inverse slopes of the spectra increase with energy in the AGS and RHIC domains, whereas
they are constant in the intermediate (SPS) energy range”. The authors “argue that this
anomaly is probably caused by a modification of the equation of state in the transition region
between confined and deconfined matter”. Indeed, a plateau structure is visible in the SPS
energy range. But in order to follow the argument of these authors, a systematic energy scan
is needed between the top SPS energy and the intermediate RHIC energy. In this thesis, an
evaluation of the kaon slope is given at \/syny = 200 GeV and gives new information on this
intriguing systematic.

2.3.3 Kaons versus Pions

The previous sections describe the pion and kaon energy systematics independently. This
section reviews the energy dependence of the correlation between kaon and pion multiplicities.
Since pions are non—strange and made of the lightest quarks (uﬁd(],) with «’s and d’s present in
the initial state, correlating kaon multiplicities with pion multiplicities as a function of \/syn
is relevant for investigating fluctuations of strangeness production w.r.t. lighter flavors, and
probe anomalies that can be interpreted as a signature of an early deconfined state of the
system [7, 53]. Figure 2.8 shows the kaon multiplicities Ni++ Nk - as a function of N+ + N, -
at mid-rapidity. The behavior is similar to the evolution of the kaon slope. At low energy, the
kaon multiplicity rises quickly within a small energy domain (1 to ~ 8 GeV), not much higher
than the kaon production threshold. Then, a plateau structure at the SPS energy range, like
the one seen in Fig. 2.7 is visible in the ratio Ng+ k- /Ny+,o-. At RHIC, the relative amount
of kaon is increased from SPS. However, one needs to investigate the total strangeness by
including the multiplicity of strange baryons. Moreover, the expected deconfinement signature
is a strangeness enhancement relative to non strange quarks. The observation of the SPS
plateau does not go in this direction. It can be in fact explained by studying the signed ratios.
Since K (K ™) contains a 5 (s) quark, Kt production in a dense baryonic medium should be
favored, as can be expected from reactions listed in Sec. 2.2.1. Figure 2.9 shows the kaon to pion
ratios obtained from mid-rapidity multiplicities. The expectation is verified: as the baryon

Lef. Appendix E for definitions.
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Fig. 2.5: Kaon rapidity density as a function of rapidity and /syy. RHIC and SPS data
are from the same references as in Fig. 2.3. The AGS data are taken from [47, 48, 49].
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Fig. 2.7: Inverse slope parameter extracted from a fit to an exponential in my of kaon spectra
as a function of \/syy. SIS data are taken from [50, 51]. Error bars are full errors (syst. +
stat).

density increases to its maximum at the top AGS energy, the K+ /7" ratio increases sharply
from threshold to ~ 21% at \/syn ~ 8GeV. Beside increasing pair production, the sharp
increase is explained by an important contribution from associated production. Indeed, the
net baryon multiplicity reaches a maximum at the top AGS energy. In Fig. 1.17), one can note
~ 60 net protons at mid rapidity. The K~ /7~ ratio also increases but not so dramatically:
negative kaons are mainly created by pair production that the strangeness exchange reaction
tends to attenuate. As ,/syy enters the SPS energy regime, the positive ratio starts dropping
steadily with /sy but much more smoothly than the initial fast increase. Indeed, the ratio
ranges between ~ 20% to ~ 16% between Vsvn = 8GeV and /syy = 130 GeV. In contrast,
the negative ratio keeps on increasing, consequence of a decreasing net baryon multiplicity
(less strangeness exchange and more string fragmentations).
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2.4 Theoretical Views

Many theoretical approaches exist that try to explain and describe the dynamics and mul-
tiplicities of particle produced in relativistic heavy ion collisions. The nuclear matter under
extreme conditions can be described e.g. as an expanding relativistic fluid, main assumption
of hydrodynamical models, or as a classical hadron gas governed by thermodynamical laws,
which is the statistical model assumption. More ambitious approaches try to explain colli-
sions from the elementary reactions between the constituents. The models derived are called
microscopic. Some models such as the event generator RQMD [54], UrQMD [55], VENUS [56]
or HSD [57] follow the space-time evolution of particles through the dense medium according
to known elementary interaction cross—sections, they take into account scattering between the
produced particles. Other models do not do this, like FRITIOF [58] or LEXUS [59]. How-
ever, they have the ambition to treat collisions at the partonic level, they use the Lund string
fragmentation model [60] as the basis of parton interaction and hadronization.

In this section, the statistical models are first presented. Then follows an introduction on par-
ton cascade models HIJING [10] and AMPT [61, 62]. This choice is motivated by the relatively
good agreement they show with the measured proton and anti-proton data of reference [30].

2.4.1 Statistical Models

In relativistic NN or AA collisions, experience shows that the strongly interacting matter
eventually reaches a hadron gas state whose composition is governed by statistical laws. The
population of this gas is not uniformly distributed among particle species. Indeed, the system
hadronizes? more easily by producing pions and kaons than a heavy baryon, e.g. € (sss).
Therefore, the final hadronic spectrum is populated in the order of mass of the hadrons. The
hadron gas is hence an ensemble of maximum entropy, i.e. a de-coherent, classical system which
exhibits a characteristic ordering pattern concerning the relative abundance of the hadronic
species [63].

The Hadron Resonance Gas Model

The hadron resonance gas model aims at describing the multiplicities and energy density of
hadrons produced in particle collisions prevailing “at birth of the multi-hadronic final state,
i.e. the point in the fireball dynamics where it decouples, by de-coherence, from the state
of high energy density/temperature created in the early phase of the collisions” [64], be they
leptonic such as eTe™ or hadronic like pp or AA. The term “resonance” means here that ha-
dronic resonances are taken into account by the model 3. In the context of statistical physics,
the hadron gas is seen as a statistical ensemble (or Gibbs ensemble). It is either the canon-
ical ensemble where conservation laws are exactly satisfied, i.e. particles produced in pairs
close in phase space, or the grand canonical ensemble where conservation laws are respected
only on average in the total volume of the system, i.e. particles produced independently in
phase space. The canonical ensemble is typical of low multiplicity reactions, e.g. pp, pp or
ete” collisions whose multiplicities are successfully described by the modern version of the
Hagedorn model [66]. Conversely, central Au+Au collisions are characterized by large multi-
plicities, typical example of a grand—canonical ensemble. In summary, the model captures the

2regardless of the phase from which it does it (partonic or highly compressed hadronic state)
31If resonances were not included, the model would not reproduce the data [65].
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image of the instant where the unknown state of high density and temperature of the fireball
decays into a de-coherent, classical hadron gas. The conditions of temperature, energy density
and net—baryon number density are thus common to all hadrons emerging from the fireball.
The last statement is the fundamental postulate of the model®.

Formally, the grand—canonical statistical analysis starts from the formulation of the partition
function which specifies the weight Z; (sum of possible states) for each particle or resonance
specie 7 in the multi-hadronic mixed gas at temperature T":

giV / o kdk

67°T Jo  Ei(k) exp [(Ei(k) — ) /T] £ 1
where g; is the statistical Lande or “degeneracy” factor of specie 7, V' the total common vol-
ume shared by all species, E?(k) = k* + m? the total energy of specie i at momentum k,
and p; = upB; + psS; + prli, the “chemical potential” of specie i. The latter quantity arises
from the need to enforce global conservation of net quantum numbers that are specific to the
total system contained in volume V. In this case, these are the net quantum numbers initially
carried into the fireball by the incident nuclei. The total baryon number B, strangeness S
and isospin I (its third component) are B =2 x (N + Z), S =0 and [ = (Z — N)/2 (since
I = 1/2 for nucleons) in AA collisions. The exponential term is a “penalty” factor, depending
on the total energy of specie i (if this term is big, the weight Z; is low and vice—versa). It
thus expresses the cost of realizing a hadron of energy F;(k) within a bath of temperature 7.
The chemical potential p; modifies the penalty factor by taking into account the “affinity”
that the medium offers to specie ¢, it acts like an average potential, modifying the vacuum
energy F;(k) of specie i. The medium is called “affine” when p; is positive since it increases
the statistical weight Z;.

ani =

(2.4)

From Eq. 2.4, the distribution of number density of specie i (i.e. the multiplicity divided by
volume V') and energy density ¢; are derived:

g [~ k%dk
n; 272 /0 exp [(Fi(k) — ) /T] +1 (2.5)
9 [T Ei(k) k*dk
€ = 272 /0 exp [(E;(k) — wi)/T) £ 1 (2.6)

where 4 distinguishes between bosons (-1) and fermions (+1). The total multiplicity of specie
i in a collision is thus N; = n; X V' (same for the energy). The experimental quantities are
the multiplicities and ratios of particle species. From this information, the parameters of the
model, T', V' and pup g can be determined. It turns out that the three chemical potentials
tg,s,r are not independent. From baryon, strangeness and isospin conservation, pg and iy can
be expressed in terms of pp. Indeed, considering the quark chemical potentials p,, pg and g
of quarks u, d and s respectively, it follows that

U 2

. = + = 2.7

[t 5 T gh (2.7)
UB 1

_ = 2.8

Hd 3 3MI (2.8)
pp 1

. = _ 2.9

22 3 3/M s ( )

4which does not explain why the de-coherent hadronic state exhibits an apparent chemical and thermal
equilibrium (statistics of Gibbs ensembles).
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The potential pug is set to zero due to total strangeness S = 0 (not to be confused with pug).
In isospin symmetric system, py is zero. In general, it is a small quantity (a few MeV) and
decreases with collision energy [67], therefore p, and ug are set to the same value. Estimating
T and pp are done first (V requires a second iteration) by investigating particle to antiparticle
ratios. For high temperatures, the Bose or Fermi statistics can be replaced by the Boltzmann
statistics by dropping the +1 in the integral denominator of Eq. 2.5. The multiplicity ratio
for particle and antiparticle species 7 is

— = = 2.10

By using Eq. 2.5 in the Boltzmann approximation and noticing that statistics and phase-space
are identical for particles and antiparticles, it follows that
N; Hi — [ 214

ﬁi:exp i :expT

(2.11)

Doing this for several measured ratios like 77 /7=, K*/K~, p/p, etc, a set equations is ob-
tained from which, by maximum likelihood, pg and T are calculated. In a second step, the
volume parameter V is fixed by fitting Eq. 2.5 to the total pion multiplicity N, with known
T and pp. A complication arises from particles produced by resonance decays. At chemical
freeze—out, the hadron gas contains hadronic resonances like A, N*, K*, p, w, etc. Eq. 2.5 de-
scribes their population and not specifically the final state hadrons 7, K, p, A, etc. The latter
serve as an observational input to a grand canonical ensemble fit via a procedure invented by
Wroblewski [68] which relates the final observed set of hadron multiplicities to a set of excited
hadron and resonance multiplicities, via the known decay branching ratios.

The hadron resonance gas model has been successful at describing particle ratios and mul-
tiplicities from SIS to RHIC collisions (\/syny = 2GeV to \/syy = 200GeV). Figure 2.10
shows particle ratios described by the model (from [26]) at different RHIC collision ener-
gies correlated to the experimentally measured observables. The temperatures derived are
T =176 MeV at /syn = 130 GeV and 177 MeV at /syy = 200 GeV with a baryo—chemical
potential up = 41 MeV and 29 MeV respectively. Figure 2.11 and 2.12 shows multiplicities
and ratios from Pb+Pb collisions at \/syy = 8.8 and 17.3 GeV (SPS). From fits performed on
data at all available energies, the phase diagram of nuclear matter can be drawn by correlating
T and pp (chemical freeze—out points). It is shown in Fig. 2.13. At low beam energies, the
freeze—out points are far from the phase boundary, indicating that the system has probably
not been dense enough for QGP formation. As the beam energy increases up to SPS and
RHIC energies, the temperatures are close to the transition temperature as obtained from
Lattice QCD [70, 71] and Bag Model [72]. Is it a coincidence that the correlation 7' — ug
derived from relativistic heavy ion data approaches the independent predictions of the tran-
sition curve calculated from Lattice QCD and the Bag Model? It can be speculated that at
RHIC the fireball experiences higher temperatures during its early evolution. The statistical
description of the early stage of the fireball is presented in the next section.

Statistical Model of the Early Stage

The hadron resonance gas model only describes the collision in terms of the hadronic degrees
of freedom. It does not explain why the system exhibits this thermodynamical ordering in
the abundances of particles. Moreover, it does not make predictions but fits the data. The
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Fig. 2.10: Statistical model description of particle ratios from Au+4Au collisions at /syy =
130 GeV and /syny = 200 GeV. See data references therein.
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Statistical Model of the Early Stage (SMES) [73] is an alternative statistical description. It
assumes a QGP phase in statistical equilibrium where quarks and gluons are the degrees of
freedom. A special role is played by the the entropy, mainly carried by produced pions and
heavy quark flavor production (strangeness and charm). The hadronic (confined) state of the
fireball that follows the early deconfined phase is parameterized according to the available A A
collision data. Comparing the evolution of entropy as a function of \/syx to data with and
without the QGP phase assumption is the SMES strategy for probing such phase in the data.

The SMES is based on the pioneer work of Fermi [74] and Landau [75], extended by Van
Hove [76] to heavy ion collisions. In a QGP, the color degrees of freedom of the liberated
partons introduce a significant number of new energy states unavailable in a hadron gas. Dis-
continuities in the observed pion or strange particle multiplicities as a function of /sy might
indicate the onset of QGP formation. Fermi introduced an analogy between the thermody-
namical model of a relativistic photon gas, where the energy density € is proportional to the
fourth power of the temperature ¢ ~ 7, and the (massless) pion gas produced in NN colli-
sions, whose equation of state is p = 1/3 € where p is the pressure. Landau developed these
ideas, applying hydrodynamics of an ideal fluid to the (expanding) system of high density and
temperature. In this approach, if Sg is the total entropy at an early stage (before expansion),
it can be related to the so—called Fermi variable F' (see Appendix F):

|

g (\/ SNN — 2mN)
E ™ 1
(Vi)

where my is the nucleon mass. Landau further assumed that the fireball expansion is isen-
tropic, so that the final entropy S is equal to Sg. This entropy model was confronted to NN
collision data [77]. It is shown that the measured pion multiplicities (7) are proportional to
Fup to \/syny ~ 20GeV. At higher energies, the proportionality tends to break down. It is
due to the fact that more and more initial energy goes into leading particles, i.e. there is not
full stopping anymore.

F (2.12)

In AA collisions, Landau calculated that S ~ (h) ~ A%* where (h) is the hadron multiplicity.
He assumed that all nucleons participate and are stopped. The analysis done from NN
collisions has been carried out for heavy ion collisions [78, 79, 80] with a modern version of
the SMES [73], where A%“ has been replaced by the number of participants stopped according
to the measured AGS and SPS net—baryon. The approximation used is

S~ S ~ (Nyart) x F (2.13)

where (Npq) is the average number of participating nucleons. The entropy also includes
contributions from particles other than pions, notably kaons, and the energy required to heat
the incident nucleons up to the thermalized system temperature [78]:

Sp~ S =48, = (1) + & (K) + 6 (Npare) ~ (Nyart) % F (2.14)

where S, is the entropy in units of pion entropy. The factor 4 is the conversion from the total
entropy to entropy in units of pion entropy [73]. The factor  is approximately 1.45, deduced
from measurements of the AGS experiment E917 [81]. From differences between (7/Npere) 4 4
and (7/Npart) vy data (Npey = 2) at lower energies (SPS and below), ¢ is determined to be
0.35 [78]. It is found that the entropy per participating nucleon in AA reactions is different
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Fig. 2.14: Pion multiplicity, defined as (1) = 2 ((x™) + (7)), per wounded nucleons (partic-
ipants) as a function of the Fermi energy variable F' for central A+A collisions (solid symbols)

and p+p (p) reactions (open symbols).

than that in NN collisions and lies on a steeper slope (about a factor of 1.33 increase), as shown
in Fig 2.14. The assumption S ~ g'/* x (N,4,4) x F where g is the effective number of degrees of
freedom implies an increase of about a factor of 3 of g. This result is interpreted as an “unusual
increase of the entropy density at the early stage” of the collision, which can be related to
the existence of a deconfined phase in AA collisions that doesn’t occur in NN collisions.
However, this result relies on the RHIC data, where the model parameters valid for AGS and
SPS are assumed to be valid. It is known that collisions are more transparent [38] (the nucleon
rapidity loss has been estimated in [30]) at RHIC. Furthermore, the entropy estimated from the
PHOBOS data plotted in Fig. 2.14 is a rough estimation based on the total number of charged
particles, corrected after the particle ratios measured at RHIC. The PHOBOS experiment
cannot provide an estimation of the total multiplicity of identified pions and kaons. However,
this thesis presents a first and unique measurement of the total multiplicity of charged pions
and kaons by studying the rapidity dependence of meson yields. The results are discussed in
Chap. 7 in the context of the SMES.

2.4.2 Strangeness: Enhancement and QGP

Strangeness as a probe for early deconfinement in the dense fireball in AA collisions has been
suggested by Rafelski and Letessier (see full reviews [7, 53]). The term “enhancement” can be
understood in two ways: enhancement with respect to NN collisions or enhancement relative
to non strange particles with increasing /syy (or energy density). The SPS experiment
NA57 measured yields of strange and multi strange baryons in pp, pA and AA collisions [25],
as mentioned in the thesis introduction (cf. Fig. 1.15). Rather than reviewing all theoretical
arguments, strangeness enhancement is discussed here in the context of the statistical models
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introduced above.

Strangeness...Suppression

The relative enhancement of the K/m ratio from pp to AA collisions is explained in the
hadron resonance gas model by a canonical suppression from AA to pp. Remember that
the chemical potential p; of specie i is introduced to enforce conservation of the quantum
numbers. However, the equation p; = pupB; + 1sS; + prli is an approximation that is only
valid when the number of particles carrying the conserved quantum numbers is large (grand
canonical statistics). Indeed, the calculation of the Boltzmann distribution includes states of
the system which violate the conservation laws. It can be shown that if a system contains a
large number of particles carrying the conserved quantum numbers, the contribution of such
states is small, which makes the approximate treatment valid. In contrast, when the number
of particles is small, the conservation laws must be explicitly taken into account, using the
canonical formalism. Following references [82, 83], the canonical kaon yield N is derived
from the grand canonical yield N$¢ according to the following equation:

Ng—_ % I (T1)
VNg=1 Ng—_; Io(z1)

where Ng—; (Ng—_1) is the total number of particles with strangeness 1 (-1), mainly K (K ™)
and A (A), calculated using the grand canonical formalism (from Eq. 2.5). I, and I, are
modified Bessel functions and z; = 24/Ng—; Ns— ;. The ratio I /I determines the difference
between canonical and grand—canonical yields and is called the ’canonical suppression factor’.
This ratio depends on the system size through x;. The general expression for the strangeness
canonical suppression factor is Is(xz1)/Io(z1). It is shown in Fig. 2.15 as a function of the
number of wounded nucleons (number of participants) for two collision energies and s = 1,2,3
(one, two and three strange quarks). At large number of participants, the canonical suppression
factor is close to unity (grand-canonical limit). For kaons (s = 1), the factor is 0.5 at N, = 2,
i.e. pp collisions. According to this model, the production of kaons is suppressed in NN w.r.t
AA due to exact strangeness conservation (canonical statistics). The statistical arguments
explaining pp and AA differences have been used in [84] and predictions turn out to reproduce
the data on the relative enhancement of strange baryons w.r.t to yields measured from p+Be
collisions (see Fig. 2.16). However, the hadron resonance gas model fails at describing the
evolution of the (K*) /(nx*) ratio as a function /syy, as can be seen on Fig. 2.17. The
statistical model of the early phase (SMES) has the ambition to describe and predict the
evolution of the strangeness to entropy ratio as a function \/syy.

NC = NGO (2.15)

Statistical Model of the Early Stage

The approach of the SMES for predicting the strangeness evolution with /syy does not
focus on the strangeness enhancement, seen in this context as a change of the statistical
order (canonical to grand-canonical) as mentioned before. The SMES aims at showing that
the strangeness to entropy ratio exhibits a discontinuity as \/syn increases. The model
explicitly introduces a statistically equilibrated QGP where all the entropy S and strangeness
are produced. At hadronization, entropy and strangeness content do not evolve anymore
(adiabatic expansion of the fireball). For the QGP state, the model considers 6 number of
degrees of freedom per quark u, d, s and anti quarks (3 color states x 2 spin states). Light non
strange quarks are taken massless while m, = 175 MeV /c%. The gluonic degrees of freedom
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ratio as a function of \/syy (figure from [85]).

amount to 16 (8 color states x 2 spin states). For the hadronic state (after hadronization),
the number of degrees of freedom is chosen three times lower than that of the QGP state
(based on experimental measurements [78]). The mass of strange hadronic degrees of freedom
is taken to be 500 MeV (kaon mass). For all other assumptions and initial conditions, see [73].
Figure 2.18 shows two relevant results that can be compared to the data already shown in
Sec. 2.3. The strangeness to entropy ratio is defined as follows:

B - (AN A)+(K+K) (2.16)

(m)

In the model, the initial temperature keeps increasing with beam energy. At high temperature
and energy density, when the strange degrees of freedom become effectively massless, the
strangeness to entropy ratio saturates at a value of

Nss _ 1gs
S 4y
where g and g, are the total and strange number of degrees of freedom. The factor of 1/4
comes from the fact that each massless quark carries 4 units of entropy [73]. The ratio ¢,/g
is expected to be equal to ~ 0.22 in a QGP state and 0.5 in a hadronic state. Therefore,
a transition from a hadronic to partonic state should lead to a decrease of the strangeness
to entropy ratio by a factor of 2. The discontinuity in the strangeness to entropy ratio of
Fig. 2.18 is due to the phase transition. Note also the temperature evolution, the plateau
structure of Fig. 2.7 looks like it, although the inverse slope parameters reported in Fig. 2.7
are characteristic of the final kinetic freeze out and consequently modified by transverse flow.

(2.17)

2.4.3 Microscopic Models

The heavy ion collision dynamics at a microscopic level is so complex that a complete analytical
description is not possible. An alternative way is to use Monte Carlo event generators, based
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Fig. 2.18: Left: Energy systematics of strangeness to entropy ratio predicted by the statistical
model of the early stage (figure from [85]). Right: Evolution of the temperature with F.

on the generation of random numbers. They consist of computer programs with three distinct
parts: the input conditions, particle interactions and propagation, and the final state (output).
Two models are presented here, with similar inputs but different final state treatment.

HIJING

The Heavy Ion Jet Interaction Generator (HIJING) [10] is a model that incorporates per-
turbative QCD (pQCD) mini jet production and quenching that occur in collisions at RHIC
energies and above.

e Motivation: Mini Jet production:

Hard parton scattering is well established in hadronic interactions and play a major role in pp
collisions at SPS and Tevatron at Fermilab [86]. Experimentally, when the transverse energy
Er of a jet becomes smaller than Epr < 5GeV /¢, it is difficult to resolve it from the back-
ground of soft particles. These jets are referred to as mini—jets. At RHIC, mini—jets have been
estimated to produce 50% of the transverse energy in central heavy ion collisions [87, 88, 89].
While not resolvable as distinct jets, they would “lead to a wide variety of correlations, as in
NN collisions, among observables such as multiplicity, transverse momentum, strangeness and
fluctuations that compete with the expected signatures of a QGP” [90]. The other motivation
for calculating mini—jet production is to address the issues of thermalization and equilibration
of a QGP. Thus the actual interest of high py jet quenching (cf. 1.4.2).

e How It Works:

In this model, multiple mini jet production is combined together with a Lund type model for
soft interactions (pr < 2GeV/c). The typical interaction in string models is diquark quark
or quark anti quark strings, but some models also include sea quarks to simulate multiple
collisions. The number of binary collisions at a given impact parameter is determined from
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a Glauber calculation. The possibility of hard pQCD scattering is considered first. After
subtracting the energy loss due to hard scatterings, the soft interactions are calculated from
the number of collisions which, in turn, is calculated according to geometric probabilities. The
first collision between two nucleons creates diquark quark strings that are assumed to decay
within a time scale larger than the collision time. The wounded nucleon strings can interact
in the same way with other nucleon strings, but the probability of exciting them further or
deexciting them is modified. Once the strings decay, the produced particles do not rescatter
anymore (no space—time evolution).

e Results:

The success of HIJING is the prediction of the charged particle multiplicity dN/dn at mid—
rapidity in collisions at \/syn = 56 and 130 GeV [91] but it should be noted that the physics
conditions of the model can be tuned in order to reproduce the results [92]. The recent mea-
surement of nuclear stopping [30] is also compared to several microscopic models. Figure 2.19
shows the net—proton rapidity density in central Au+Au collisions at \/syy = 200 GeV. The
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Fig. 2.19: Model comparison of net proton rapidity densities. HIJING is the best description
(from [30]).

best agreement is achieved by HIJING. Therefore, the model predictions on charged meson
production are investigated. A comparison with the results of this thesis is detailed in Chap. 7.

AMPT

AMPT is A Multiple Phase Transport model [61]. AMPT uses the HIJING model for gen-
erating the initial parton phase space generation, and the ZPC model [93] to follow their
rescatterings. The hadronization is taken care of by HIJING again. The main difference with
HIJING is the treatment of the evolution of the produced hadrons within the framework of
the ART transport model [94].

e Partonic phase:
After the parton phase space is populated using the HIJING engine, the parton cascade is
carried out using the ZPC model which includes only gluon-gluon elastic scattering. Once
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parton stop interacting, they are converted into hadrons using the HIJING fragmentation
scheme. While HIJING treats diquarks as a single entity, which leads to an average rapidity
shift of about one unit in the net-baryon distribution [30], AMPT modifies the fragmentation
scheme to allow the formation of diquark antidiquark pairs. In addition, the baryon meson

antibaryon formation probability is taken to be 80% for the produced diquark antidiquark
pairs, while the rest consists baryon—antibaryon production. The resulting effect is a rea-
sonable description of the measured net—baryon rapidity distribution in Pb+Pb collisions at

A/ SNN — 17.3 GeV.

e Hadronic phase:

The evolution of hadrons is processed by the ART model, which is successful at describing
heavy ion collisions at AGS energies. The extension of the model to RHIC consists of the
introduction of nucleon—antinucleon annihilation channels, inelastic interactions of kaons and
antikaons, and neutral kaon production. In the ART model, multiparticle production is mod-
eled through the formation of resonances.

e Predictions:
The p/p ratio predicted by AMPT for central Au+Au collisions at /syy = 130GeV is
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Fig. 2.20: Charged meson yields and ratios as a function of \/syy calculated by AMPT [62]
for the top 5% central Au+Au and Pb+Pb collisions.

0.6 [61]. The experimental measurement amounts to 0.62 £+ 0.04 [95]. The meson rapidity
distributions have also been calculated as a function of /sy for central Au+Au and Pb+Pb
collisions. Figure 2.20 shows the pion and kaon yields as well as their relative ratio as a
function of \/syn. The data presented in this thesis will confirm or infirm the prediction at

VvV svn = 200 GeV.
hodhdddhd
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Chapter 3

The BRAHMS Experiment

The data presented in this thesis were collected by the Broad Range Hadron Magnetic Spec-
trometers (BRAHMS), during the first full energy Au+Au run at the Relativistic Heavy Ton
Collider (RHIC). BRAHMS is one of the four experiments at RHIC. This chapter gives a
description of the BRAHMS experimental setup, as well as the RHIC accelerator complex.

3.1 The Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider at the Brookhaven National Laboratory (BNL) began
running in 2000, after a twenty year period of design and construction.

3.1.1 RHIC: A Significant Energy Boost

Prior to RHIC, only light particles were accelerated in the existing colliders like the Large
Electron Positron Collider (LEP) at CERN or the Tevatron proton anti proton collider at
Fermi Lab. Pre RHIC heavy ion collision experiments were carried out with an accelerated
beam and a fixed target at accelerators like the Heavy Ion Synchrotron (SIS) at the GSI,
the Alternating Gradient Synchrotron (AGS) at BNL or the Super Proton Synchrotron (SPS)
at CERN. A simple kinematic study of a mass symmetric collision system (A,,,; = Aiarget)
shows that the available energy for particle production /syy (nucleon nucleon center of mass
energy) is not the total energy in the laboratory frame (see end of appendix B). Table 3.1
summarizes the various values of \/syy and corresponding beam energy per nucleon in the
laboratory Ej,,/A achieved at the different facilities.

Facility | SIS~ AGS SPS RHIC LHC
Vovn (GeV) [ 1.9 23 3.0 36 48 88 122 173 22 130 200 7000
Ea/A (GeV) | 1 2 -4-6-116 4080 -158 11-65-100 3500

Tab. 3.1: Center of mass energy /sy achieved or planned (LHC) at various international
heavy—ion facilities.

The powerful concept of colliders is to make all incident energy available for the reaction
by having the center of mass frame coincide with the laboratory frame (for mass symmetric
collision systems).

43
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3.1.2 A Short Description
A schematic view of RHIC is shown in Fig. 3.1. The AGS accelerator complex (Tandem,
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Fig. 3.1: Schematic view of RHIC

Booster and AGS) is used as a pre accelerator of gold ions. From the AGS exit, a gold
ion beam of 10.8 AGeV is directed toward the RHIC entrance where it is split into a “blue”
beam and “yellow” beam. These are injected into RHIC and travel through two separate
rings of 4km circumference, clockwise and counter—clockwise. The beam storage is assured
by quadrupole magnets located along the rings. The maximum energy yellow and blue beams
can acquire is F/A = 100 GeV, which implies a nucleon velocity Sy equal to

(EJA). — m?
By = 5/ N 0.999956

The maximum RHIC design energy ,/syy amounts to 200 GeV. It is the first time in the
world that heavy ions collide at such a high center of mass energy, about ten times higher
than the top SPS energy.

There are six experimental areas where beams can intersect for collision production. BRAHMS
is located at the 2 o’clock hall while PHOBOS, PHENIX and STAR, the other RHIC exper-
iments, are located at the 10 o’clock, 8 o’clock and 6 o’clock halls respectively (which leaves
two locations empty).

3.1.3 Luminosity

The gold beams are designed to be divided in sixty bunches per ring, each bunch containing

approximately 10% ions. The design luminosity £ amounts to 2.10%6 cm 2s~!, which gives a

reaction rate R = £ x o ~ 1200 Hz, where o is the interaction cross—section. This gives a rate
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per bunch Ry, =~ 20 Hz. Since a bunch makes ~ 100, 000 revolutions per second, assuming it
travels at the speed of light in a ring of 4 km, the interaction probability is ~ 0.02 %. Thus, the
ratio between multiple collisions and single collisions is of the order of 0.02 % (the interaction
probability is assumed to follow a Poisson law distribution). More details about RHIC and
other experiments can be found on the dedicated web site http://www.bnl.gov/rhic and in
reference [96].

3.2 BRAHMS Overview

The goal of the BRAHMS experiment is to measure charged hadrons over a broad range of
rapidity and momentum. BRAHMS started systematic measurements during summer and fall
2001 where identified charged particles (7%, K= and pp) have been measured over the rapidity
range 0 < y < 3.6 and momentum range 0.2 up to 25 GeV/c for the highest rapidity particles.
Such measurements are only possible with high resolution detectors for tracking and particle
identification (PID). This section reviews the BRAHMS detectors.

A Flexible Experiment

BRAHMS is composed of three distinct groups of detectors. The first group is devoted to
the reaction characterization, namely the collision interaction point (IP) commonly called the
primary vertex, and the collision centrality (cf. Sec 1.3.1). The two other groups are spec-
trometers which by design track charged particles and allow their identification. A schematic
picture of the BRAHMS detector system is shown in Fig. 3.2. The particularity of the spec-

. | Time Of Flight Wall
BRAHMS Experimental Setup  —  wiwic arare
I Beam-Beam Counters
. - & Zero Degree Calorimeters
Mid Rapidity Spectrometer B Time Projection Chamber
TOFW — = = Drift Chamber
R 100 cm [ 1 Cherenkov Detector
55 - l | J-] Dipole Magnet
w1 B O
BB
—
& TMA

Fig. 3.2: Schematic picture of the BRAHMS detector system (top view). The spectrometer
arms are independent and can rotate in the horizontal plane in order to cover a polar angle
range of 7/2rad.

trometers is their capability to rotate around a vertical axis (y direction) passing through the
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nominal IP (z,2) = (0,0) where z is the direction of the beam line and z an axis perpendicu-
lar to z and y (cf. Appendix B). This rotation allows a coverage of the polar angle 6 (angle
between the spectrometer own axis and z) that amounts to nearly 7/2rad. This capability is
not shared by the other RHIC experiments.

The Mid-Rapidity Spectrometer MRS

One of the spectrometers (MRS) is assigned the coverage of mid-rapidity regions. It is com-
posed of two time projection chambers (TPC) which measure the trajectories of charged
particles within the TPC active volume. Between the two TPC’s, there is a dipole magnet
for momentum determination, and a time of flight detector (TOF) for particle identification
(see Fig. 3.3).

Fig. 3.3: Picture of the Mid-Rapidity Spectrometer.

The MRS can rotate from 30° to 90°. The solid angle covered at e.g. 90° is ~ 6 msr. The
close proximity of the front TPC TPM1 to the beam line can be problematic at more forward
angles (around 30°) due to high track densities. Therefore, the MRS was designed in such a
way that the platform bearing TPM1, D5 and TPM2 can be moved backward to decrease the
spectrometer acceptance. The data presented in this thesis were collected from spectrometer
settings where the MRS was positioned at 90°, 60°, 52°, 45°, 40°, 35° and 30°.

The Forward Spectrometer FS

The forward spectrometer (FS) measures charged particles emitted at very forward angles.
The FS is by design more complex than the MRS in order to cover a very broad momentum
range for PID. It is composed of two independent sections, the front—forward and back—
forward spectrometers (FFS and BFS). The FFS can rotate from -2.3° to -30°. Its platform
is positioned at a greater distance from the nominal IP than the MRS and presents a dipole
magnet (D1) to the interaction region in order to both sweep away low momentum particles
(typically below 1 GeV/c) and select only one particle charge sign at a time, depending on
the magnetic field polarity applied during data taking. The rest of the FF'S composition is
identical to the MRS: two TPC’s at the front and back of a dipole magnet, completed by a
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hodoscope for PID. A Cerenkov threshold counter is located behind the hodoscope to extend
PID capabilities (cf. Sec 3.5.2). A picture of the FS is shown in Fig. 3.4.

Fig. 3.4: Picture of the Forward Spectrometer.

The BFS section is able to rotate from -2.3° to “only” -15° due to the limited area of the
experimental hall. Its primary purpose is the identification of very high momentum particles.
To achieve this goal, the FS is composed of no less than three drift chambers (DC), two dipole
magnets, one hodoscope and a ring imaging Cerenkov detector at the far end of the BFS. The
data presented in this thesis was collected from spectrometer settings where the FFS and BFS
sections were aligned, covering the angular range —12 < 0 < —3 (i.e. -3°,-4° -8° and -12°).
Details on individual detectors are given below. The PID design acceptance in the transverse
momentum versus rapidity space (y,p,) is shown at the end of the chapter.

3.3 Reaction Characterization

The reaction characterization is a key measurement. The multiplicity/centrality determina-
tion is crucial for probing the particle and energy densities achieved at various collision impact
geometry, while the primary vertex together with the start time of all timing devices are im-
portant quantities for PID (cf. Chap. 4). Three detectors, referred to as global, are devoted
to the determination of the vertex/start—time and multiplicity /centrality measurements: the
beam-beam counters (BBC), the zero-degree—calorimeters (ZDC) common to all RHIC ex-
periments, and the multiplicity arrays (MA).

3.3.1 The Beam-Beam Counters

In Fig. 3.2 is shown an object called DX which does not belong to BRAHMS but RHIC. It
is a beam focusing magnet, whose purpose is to bring the beams to collisions around the
nominal IP. The blue and yellow beams are steered to be very nearly parallel in the dedicated
interaction zone. The distribution of primary vertex locations along z depends on the shape
and length of the ion bunches. The measured width of this distribution amounts to o, ~ 20 cm
(cf. Chap. 4). The BBC’s are designed to measure the primary vertex location along axis
z. They consist of two arrays of fast Cerenkov radiators (tubes) coupled to photo—multiplier
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tubes (PMT) (see pictures on Fig. 3.5). The arrays are positioned at 2.19m on each side of
the nominal IP.

Fig. 3.5: Pictures of the beam-beam counters with the left (right) array on the left (right)
panel. Note that half of the right array is missing for letting particles fly to the forward
spectrometer.

Each array (left and right) is composed of two types of tubes: small tubes for a finely segmented
detection and larger sized tubes which detect on average more particles at a time than small
tubes. Half of the right array is missing in order to let particles fly toward the F'S. The
pseudo-rapidity 1 covered by the BBC’s is 2.2 < |n| < 4.6. When charged particles hit the
BBC radiators, they produce Cerenkov photons if their velocity 3 is above c/n with n & 1.5.
Detected particles have therefore a velocity f 2 0.67. BBC tube have an intrinsic time
resolution of 50 ps. The vertex/start time determination algorithm and BBC performance are
described in details in Chap 4. Another source of information can be found in [97]. Table 3.2
gives the main characteristics of the BBC’s.

Tubes (Hargggl(;tsu) Diameter (cm) Length (cm) Distance to beam (cm)
ringl 1to8 R3478 1.9 4.0 6.5
Loft r?ng 2 9to24 R3478 1.9 4.0 10.0
Array ring 3 25 to 28 R3478 1.9 4.0 14.9
ring 4 29 to 36 R3478 1.9 4.0 21.5
ring 5 37 to 44 R2083 5.1 3.0 16.0
ring 1 1tob R3478 1.9 4.0 6.5
ring2 6to9 R3478 1.9 4.0 8.3
ring 3 10 to 11 R3478 1.9 4.0 10.6
Right ring4 12to 15 R3478 1.9 4.0 14.9
Array ring5 16 to 19 R3478 1.9 4.0 18.5
ring 6 20 to 30 R3478 1.9 4.0 21.5
ring 7 31 to 33 R2083 1.9 4.0 12.6
ring 8 34 to 35 R2083 5.1 3.0 19.8

Tab. 3.2: Beam—beam counter characteristics.
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3.3.2 ZeroDegree Calorimeters

BRAHMS owns a pair of ZDC. These are lead tungsten calorimeters positioned at 18 m on each
side of the nominal IP, behind the focusing DX magnets. The consequence of such a position
is that charged particles emitted from the reaction along z cannot reach the ZDC’s since they
are bent away by the DX’s. Only charge neutral particles, mainly spectator neutrons, are
measurable by the ZDC’s. A picture is shown in Fig. 3.6. The ZDC’s provide both energy
and time signals. Like for the BBC’s, a vertex estimation along z can be estimated with a
resolution o, ~ 2 to 3c¢m (read more on vertex in Chap. 4). The energy signal has been used
to study mutual Coulomb dissociation in Au+Au collisions [98]. The neutrons measured in
one calorimeter in that case show nearly no correlations with neutrons measured in the other
calorimeter, which differs from inelastic collisions where both numbers are correlated since
the number of spectators is the same (symmetric collisions). It should be mentioned that
all RHIC experiments own their set of ZDC’s built after the same model. The purpose is to
have a common measurement from the four experiments as well as to provide the RHIC main
control the possibility to monitor the beam intensity in the different experimental halls.

Fig. 3.6: Picture of one of the two zero—degree—calorimeters surrounded by the beam pipes.

3.3.3 Multiplicity Arrays

The multiplicity arrays (MA) measure the energy deposited by charge particles when they
traverse the detector elements. Such measurement leads to charged particle multiplicities and
collision centrality. The MA’s are positioned around the beam pipe (see left panel of Fig. 3.7).
They consist in a two—layer cylinder of hexagonal base, with an inner part composed of silicon
strip detectors (SMA) and an outer part of plastic scintillator tiles (TMA). Note that the
tile coverage along the beam axis has been deliberately limited in the plane facing the MRS
in order to let particles from the collision fly freely toward the spectrometer. The MA'’s
design and software are described in great details in [99]. The pseudo rapidity coverage is
—2.2 < n < 2.2 and is therefore complementary to the BBC n acceptance. The charged particle
multiplicity dn/dn has been measured by BRAHMS at /syy = 130 and 200 GeV [100, 101].
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In the right panel of Fig. 3.7 is shown the published result at \/syy = 200 GeV. Event-by-
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Fig. 3.7: Left: MA’s picture. Right: Charged particle pseudo rapidity density distribution at
vV snn = 200 GeV [101]. Circles (triangles) are MA (BBC) measurements. Centrality classes
are (from the top): 0-5%, 5-10%, 10-20%, 20-30%, 30-40% and 40-50%.

event multiplicity fluctuation analyzes have also been carried out from MA data at \/syy =
200 GeV [102, 103]. In the present analysis, the multiplicity obtained from the MA’s is used
to make centrality cuts. Centrality determination procedures are detailed in [99].

3.3.4 Event Trigger

The BRAHMS trigger system, or simply trigger, determines if an event can be recorded by
the Data Acquisition (DAQ) or discarded. For the Au+Au 2001 run, the implemented trigger
logic is only based on inputs from the global detectors, due to the relatively low event rate (the
beam luminosity achieved was about 15% of the design luminosity). Table 3.3 summarizes the
event trigger conditions applied during the data taking.

Trigger Id Condition

1 BBC coincidence Ny, > 2 AND Ng > 2
BBC coincidence Ny, > 1 AND N > 1
Multiplicity trigger (TMA energy threshold)
ZDC coincidence and energy threshold
Vertex trigger (ZDC) — |zrp| < 25¢m
Vertex AND Multiplicity
Pulser trigger for pedestal runs
1 Hz synchronization trigger

O~ O U i W N

Tab. 3.3: Trigger conditions used during data taking. N, and Ng are the numbers of tubes
with hits in the left and right array of the BBC’s respectively.

Thus, a recorded event is characterized by a trigger word whose bits are on or off depending
on which trigger condition is fulfilled (the conditions listed in Tab. 3.3 are not exclusive).
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3.4 Tracking Devices

Charged particle tracking is one of the main steps for particle identification. Charged particles
traversing a medium leave energy to the medium. By measuring where this energy is deposited,
one can reconstruct the path of the particle through the medium. This reconstructed path is
referred to as the particle track, hence “tracking” detectors. All tracking detectors utilized
in BRAHMS are based on this principle. The outcome of this interaction is read out by
appropriate devices in order to locate where in the reactive volume the particle interacted.
These spots are called hits that, when properly combined, constitute a “local” track.

3.4.1 Time-Projection Chambers

BRAHMS has four TPC’s. Two are located in the MRS (TPM1 and TPM2), the two others
in the FS (T1 and T2). TPC’s are designed to provide a three dimensional measurement of
charged particle trajectories with high position resolution. The BRAHMS TPC'’s are squared
boxes positioned along the axis of the MRS and FFS outside any magnetic field. These boxes
are filled with gas mixtures like Ar-CO4 or Ne-CH, that are easily ionized as a charged particle
passes through. Electrons created by ionization along the particle trajectory drift toward the
pad plane due to a homogeneous electrical field inside the TPC reactive volume. The pad
plane is the side of the TPC covered by read out pads gathered in rows and strung with anode
wires (see Fig. 3.8).

Anode wire Field wire

\ \ R7\d out pad

Cathode grid \7\\\\.\\\\,\\\\

|

Fig. 3.8: Schematic picture of the TPC readout plane and electron drift lines.

The anode wires collect these electrons and induce a signal created by electromagnetic avalanches
triggered by electron acceleration close to the wires. When the velocity vgy;¢ of the drifting
electrons is constant, the drift time is proportional to the drift distance. The mapping of row,
pad and time leads to three dimensional space points. Table 3.4 gives the main characteristics
of the four BRAHMS TPC’s. Details can be found in [30, 104, 105, 106].

3.4.2 Drift Chambers

For the BFS, BRAHMS opted for three drift chambers (DC). These are wire chambers, each
of them composed of three modules with 8 10 planes arranged in 1 4 “views” (azimuthal wire
orientation). Like TPC’s, DC’s are also gas detectors but the difference lies in the absence of
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L w H Gas mixture (varife)  {oz) (o)

Name (© v (em) (em) 90 10%  Nrew  Noaws/row (U om) ()
Ti 560 336 198  ArCO, 10 (14) 9 18 038 040
T2 755 396 198  Ar CO, 8 (14) 112 18 037 041
TPM1 36.6 384 20.0 Ar-CO» 12 (12) 96 1.7 0.31 0.43
TPM2 50.0 67.7 19.8 Ar COs 10 (20) 144 1.6 0.39 0.49

Tab. 3.4: Main characteristics of the four BRAHMS TPC’s. L, W and H are respectively the
length (2), width (x) and height (y) of the reactive volume, N, the number of instrumented
(total) pad rows, Npeq/row the number of pads per row, (vg.s) is the measured average
electron drift velocity along the drift lines (y direction) and the (o)’s are the average hit
position resolutions. The gas mixture is in the proportion 90% 10%.

homogeneous electrical field. Instead, electrons created by gas ionization are attracted by a
set of anode and field wires. When the correspondence between drift time and drift distance
to the wire has been established, each hit in a view gives a line parallel with the view direction
(wires), as shown in Fig. 3.9. Since there is an ambiguity on the side of the wire the charged

Fig. 3.9: DC tracking in an ideal situation with two tracks crossing a wire plane containing
four views. The DC is shown from its front and views are = (horizontal), y (vertical), u and v
(intermediate angles). Each hit gives rise to two lines before the left/right ambiguity is solved
(see text). The solid lines are the true ones. The green dots, intersections between the solid
lines, belong to the two particle tracks.

particle passed, at least two planes of the same view are needed. When the different views
are combined, tracks can be determined by intersection of wires that were hit (see Fig. 3.9).
More details on the DC design, tracking and performance can be found in [104, 107, 108].

3.4.3 Dipole Magnets

TPC’s and DC’s provide local tracks, i.e. straight pieces of particle trajectories. In order
to determine the momentum, magnets are needed (cf. Sec. 4.3.2). BRAHMS has four dipole
magnets (D2 to D5) located between tracking chambers and an extra one in front of the FFS as
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mentioned in Sec. 3.2. The magnets in BRAHMS are all conventional electromagnets. Inside
the magnet gaps, the magnetic field is, to a very good approximation, vertical and deflects
particles in only the x direction. The magnets are placed along an arc defined by a particle
of unit charge with the maximum momentum which can pass through all magnets (particles
with larger momenta will not be deflected sufficiently to enter the subsequent magnet).

Magnet gap dimensions and field intensity determine the spectrometer acceptance. The field
is determined by two experimental parameters: the current intensity and current polarity.
Ideally, the field vector B has only one component along axis y (vertical direction). Its ori-
entation (up or down) depends on the polarity (“A” and “B”). In the FS, an A (B) field
corresponds to negatively (positively) charged particle detection. In the MRS, both charge
signs are detected in a single polarity setting. This is due to the fact that there is only one
magnet, and the detectors behind it are large enough to accept these particles. The experi-
mental magnetic field has been mapped for each magnet in order to determine the excitation
curve | B|(I) where I is the current in Amp. The experimental points have been fitted with a
second degree polynomial. Figure 3.10 shows the excitation curves of the BRAHMS magnets.
Each magnet is characterized by a maximum value of the current. Therefore, magnetic field
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Fig. 3.10: Magnet excitation curves obtained from experimental field mappings. The fit
function used is a second degree polynomial.

settings are fully determined by their polarity and the fraction of the maximum current used
during data taking. Table 3.5 shows the main characteristics of the magnets and settings used
during data taking.

3.5 Particle Identification Devices

PID is achieved by correlating the particle momentum (obtained from track bending inside
the magnet gaps) and the time of flight (TOF) measured in the hodoscopes or the response
of the Cerenkov detectors.

3.5.1 The Hodoscopes

BRAHMS has three TOF walls. One called TOFW is located in the MRS, while two ho-
doscopes, TOF1 and TOF2, are positioned in the F'S. Each of the TOF walls consists of a
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Name  Gap dim. (cm)  Iyas (A)  Biay (T) | -VeTe8C momentum (p) (GeV/c)
per setting
L W H /8 1/5 1/4 1/3 1)2
D1 200 8.0 20.0 3450 1.26 p not determined
D2 160  30.0 13.5 3000 1.68 20 3.0 35 50 6.5
D3 200 40.0 254 3000 1.22 3.0 45 55 7.2 10.0
D4 183  44.6 32.1 2750 1.19 3.0 45 55 72 10.0
164 350 500 700 1000
D5 76.2 35.0 10.0 2500 1.45 0.30 0.35 0.40 0.45 0.55

Tab. 3.5: Characteristics of the BRAHMS magnets. [,,,, is the maximum current intensity
value. MRS current settings are in Amp (not fractional like for the FS).

row of rectangular scintillator slats wrapped in aluminum foil for guiding light, and dark tape
for light insulation. Ideally, slats are positioned in the hodoscope frame so that dead zones,
i.e. areas of non detection between slats, are minimized. Each scintillator slat is coupled to a
PMT at each end (top and bottom) that provides an energy signal, and a time signal which is
used as a stop signal for TDC devices (cf. Chap. 4). In Fig. 3.11 is shown a schematic picture
of TOF1.

Fig. 3.11: The hodoscope TOF1. Only scintillator slats (blue) and PMT’s (yellow) are drawn.

Charged particle detection using scintillators is based on the physics of scintillation. A charged
particle traversing a scintillating medium excites the atoms along its path. These atoms
deexcite by producing a light. The intensity of the produced flash of light has a sharp increase
but slower decrease, which makes scintillators well suited to timing measurements. In first
approximation, the energy deposited per unit of length dE/dz is proportional to dI /dz where
I is the intensity of the produced light. The light propagates through the slat at an effective
speed lower than ¢ due to the index of refraction n > 1. It is eventually collected by the
PMT’s which amplify the signal and transmit it to the data acquisition system (DAQ). This
process is illustrated in Fig. 3.12.

Charged particles above 8 ~ 0.9 are minimum ionizing particles (MIP). This means that the
amount of energy deposited through the ionization process of the scintillating material (AE)
is at its lowest. Moreover, it depends very little on the particle momentum p for particles
carrying the same charge fraction Z (AE ~ Z?). This implies that AE, although used for
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Fig. 3.12: Scintillation in a TOF slat due to the passage of a charged particle.

particle identification for low momentum particles (not MIP’s), cannot discriminate particle
masses for momenta above the minimum ionization momentum. However, for these particles,
identification can be achieved via a timing procedure. In BRAHMS, determining the time
of flight of the detected particles requires a “start—time” device (BBC’s) and a stop-time
measurement provided by the hodoscopes. The TOF PID procedure and performance are
explained in details in Chap. 4. The main characteristics of the BRAHMS hodoscopes are
given in Tab. 3.6.

Distance Slat dim. (cm) Material Pmaz (GeV/c)
Name from IP (m) Nstat L W H (bicron) ' (ps) /K  K/p
TOF1 8.7 40 1.00 1.00 20 BC420 65 3.8 6.5
TOF2 18.6 32 1.00 1.50 40 BC420 65 5.8 9.7
TOFW 4.3 125 1.27 1.25 22 BC404 65 2.5 4.3

Tab. 3.6: Characteristics of the BRAHMS hodoscopes. o, is the nominal time resolution of
each tube, p,,q. is the nominal PID capability in a 3o cut assuming the overall TOF resolution
equals 75 ps, i.e. the maximum momentum below which the particle can be identified (to be
compared with the experimental values in Chap. 4).

3.5.2 The Cerenkov Detectors

The FS has two Cerenkov detectors in order to extend the PID capability to high momen-
tum particles. The detection is based on the Cerenkov effect (after the Russian physicist
P. A. Cerenkov), i.e. radiated light during the passage of a charged particle through a medium
of index of refraction n > 1, when the particle velocity /3 is greater than ¢/n (speed of light in
the medium). The latter condition implies a momentum threshold p;;, (that depends on the
particle type) above which particles can be observed. More details are given in Chap. 4.

The Threshold Detector C1

In the FFS, a threshold detector is located behind TOF1. It consists of a box with radiator
gas (C4Fig), two mirrors and 32 (2 x 2 x 8) PMT’s. In the left panel of Fig. 3.13 is shown a
schematic picture of C1. The mirrors are located in the back plane of the gas vessel. Their
orientation is + 45° in order to reflect the Cerenkov light to PMT’s, where photo electrons are
created. Their flux is amplified and the signal is transmitted to the electronics. The number
of photons that produced photo—electrons can be estimated via proper calibrations. CI1 is
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Fig. 3.13: Left: the Cerenkov detector C1. Right: the Ring Imaging Cerenkov detector
RICH.

used for pion identification due to the relatively low pion momentum threshold and high kaon
threshold (cf. Tab. 3.7). The TOF1 PID can be extended for kaons if pions with a positive
C1 signal are vetoed.

The Ring Imaging Cerenkov RICH

RICH is a ring imaging Cerenkov detector and is positioned behind TOF2 at the end of the
BFS (~ 20m from the nominal IP). Its PID is based on the same physical principle as C1 but
its design is different. RICH has a focusing mirror at the back of the gas vessel. Therefore, the
incident light cone becomes a ring at a plane located at a distance equal to the focal distance
of the mirror. The ring radius is determined by the momentum and mass of the particle (cf.
Chap. 4). In order to have a good ring resolution, the focal plane is highly segmented, it
bears 80 PMT’s, each divided in four pixels (320 pixels). A picture is shown in the right
panel of Fig. 3.13. RICH is primarily designed for high momentum particles. The momentum
thresholds are similar to that of C1 (cf. Tab. 3.7).

Ntube G&S n pu Pr Pk pp
C1 32 (C4H;; 1.00138 2.01 2.65 9.39 17.85
RICH 4x80 CyH;p 1.00202 166 2.19 7.76 14.75

Tab. 3.7: Characteristics of the BRAHMS Cerenkov detectors. The p’s are the momentum
thresholds of the listed particles.

3.5.3 BRAHMS Design Acceptance

For a given spectrometer setting (angle and field), the acceptance is rather small (~ 6 msr in
the MRS and 0.5msr in the FS). The force of BRAHMS is to map out the particle phase

space by collecting data with many different spectrometer settings. Such a map is given in
Fig. 3.14 for pions, kaons and protons, with a distinction between the acceptance coverage
of the different PID detectors. By design, the BRAHMS spectrometers can identify pions
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Fig. 3.14: BRAHMS design acceptance for pions, kaons and protons. The individual PID
detector acceptances are highlighted with different fill styles.

and kaons over the rapidity range —0.1 < y < 3.8 by combining data from all spectrometer
settings. At mid-rapidity, the momentum limit below which kaons and pions can be separated
is 2.5 GeV/c if the TOFW resolution is 75 ps (20 cut around the expected time of flight). This
implies that the transverse momentum pp limit for pion and kaon identification in the MRS
decreases with increasing rapidity. It is also true in the F'S with TOF1 and TOF2. However,
the additional Cerenkov information extends the PID capability up to ~ 6 GeV/c (RICH) at
y ~ 2.2 and ~ 1.5 GeV/c at y ~ 3.5. In the following chapters, data from the hodoscopes and
the RICH are presented and discussed. Figure 3.14 must be compared to the experimental
results discussed in Chap. 6 and 7.

hodhdddd
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Chapter 4

Particle Identification

Among the RHIC experiments, BRAHMS has the unique capability to identify charged par-
ticles over a broad range of rapidity and momentum, using time of flight and Cerenkov tech-
niques. This chapter describes how the “raw” information from the detectors is converted to
particle four momenta.

4.1 Basic Principles and Requirements

BRAHMS measures the momentum of charged particles which traverse the spectrometers,
together with their time of flight (TOF). Additional Cerenkov information is provided in the
FS. By combining the momentum and the corresponding TOF or Cerenkov signal appropri-
ately, one can determine the particle mass. Indeed, the momentum p is given by the following
equation:

(4.1)

p=ymfPc= 7@

with m the particle mass, § = v/c = L/ct the particle velocity, L and ¢ the flight path and
corresponding TOF. In BRAHMS, L is in the order of a few meters (~ 4 to 20 m) with TOF’s
ranging between ~ 14ns (MRS) to 60ns (full FS) for the fastest particles.

In Sec. 4.3.1 is briefly reviewed how time projection chambers (TPC) measure track segments.
The momentum is deduced by matching track segments inside magnet gaps (Sec. 4.3.2).

4.1.1 Time of Flight

In BRAHMS, TOF means time of flight between the collision vertex and the scintillator slats
of the hodoscopes. Since the interaction point (IP) changes on an event by event basis, so
does the start—time, which is the time when the main trigger of the data acquisition system
(DAQ) gives time devices (TDC) the order to start “counting time”. The latter stop counting
when 1- a stop time is triggered by a signal issued by electronic devices called discriminators,
or 2- after a fixed time (timeout) when no signals were sent by discriminators. Discriminators
react to analog pulses induced by charged particles passing through the scintillator slats and
amplified by photomultiplier tubes (PMT), if the amplitude of the signals is above a threshold

59
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(150mV). Each PMT is linked to a TDC channel than can be stopped independently'. A
scheme is shown in Fig. 4.1.

MAIN . )
common start other time de'vloes>

TRIGGER
A

BBC

e e TDC
@

/R\ ZDC »| start
\\\Iij:::\\\\ J_L
f//\'% O stop
0%(4,1) h J_L O stop
s
O stop
J_L O stop
DISC.

Fig. 4.1: Time of flight technique. Time devices (TDC) start counting until the discriminators
(DISC) send a logical signal if the original analog signals fulfill certain conditions (see text).

Figure 4.1 does not show all details of the start-time logic, the signals from the slat PMT’s are
in reality discriminated twice, a first time inside the cave, a second time in the Fast Electronic
Hut outside the cave in order to refresh the discriminated signals transported through the
delay lines. However, this figure provides a rough illustration of the timing procedure. The
measured quantities (TDC output) are given by the following equations (for a given slat):

ttop — TOF+ ttopL + HWtop - tstm‘t (42)
thot = TOF + tbm‘,L + HWbot — Lstart

where subscripts top and bot refer to the top and bottom tubes of the slat, subscript L to the
effective time it takes for the light to travel from the track intersection with the slat to the
PMT’s, and HW to all effects introduced by delay cables, electronics (discriminators), etc.
The primary vertex and start time are estimated with the beam beam counters. Calibration
and construction procedures are described in Sec. 4.2. For the stop time, hodoscope hits are
first matched to spectrometer tracks (Sec. 4.4.1). The following step consists of calibrating the
hodoscope data in order to remove hardware effects from the raw time signal. The hodoscope
calibration and PID determination are described in Sec. 4.4.2 and 4.4.3 respectively. As can
also be seen from Fig. 4.1, each slat has two PMT’s leading to two measurements containing
the particle TOF. This design is explained when hodoscope calibrations are presented.

Once the particle velocity § and momentum p are known, the correlation between these
variables reveals the particle mass. Figure 4.2 shows expectation curves for different particle
masses.

'In a high background environment, the stop—time signal and track pointing to the corresponding slat can
be uncorrelated. Data are therefore selected in such a way that uncorrelated track TOF combinations are
minimized (Sec. 4.4.1 and 4.4.2).
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Fig. 4.2: Expected TOF PID curves (1/3 vs p) for pions, kaons and protons, based on Eq. 4.1.

4.1.2 Cerenkov Effect

[t has been known since 1934 [109] that a charged particle traversing a medium of index of
refraction n > 1 emits electromagnetic radiation if its velocity [ is greater than the speed of
light in the medium ¢/n. The emission angle 6. of the radiated light along the particle path
is constant, it is given by the equation :

1
np
Therefore, the light emitted by one charged particle belongs to a cone of angle .. The
Cerenkov effect is illustrated in Fig. 4.3.

cosf. = (4.4)

A Radiation

b Radiation

Fig. 4.3: Cerenkov effect. A charged particle of velocity 5 > c/n emits light at a well defined
angle 6. along its path through the medium.

Charged particles produce Cerenkov light above well defined momentum thresholds pyy,, given
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by the equation:

Pth = ﬁ (4.5)

The momentum threshold py;, depends on the particle mass m and the index of refraction n.
Figure 4.4 shows the correlation between . and the particle momentum p for different particle

types.

35

25

6. [deg.]

0.5

oO

Fig. 4.4: Cerenkov angle versus particle momentum with n = 1.00138.

The Cerenkov effect is very powerful for identifying high momentum particles. The RICH
detector was used for the data presented in this thesis. Section 4.5 describes how PID was
achieved by using the Cerenkov light focusing technique which is the design concept of the

RICH.

4.2 Collision Vertex and Start—Time

Collision vertex and start-time are measured by the beam-beam counters (BBC’s). These
detectors, consisting of two arrays of Cerenkov radiators coupled to PMT’s and located from
each side of the nominal interaction point (IP), need first to be calibrated. Raw data consist
of hits (one per tube) containing information in the form of integers. Those are called ADC,
which in the case of the BBC’s are related to the number of particles hitting the radiators,
and TDC digits related to the stop-time. Calibrations consist of converting these integers into
the corresponding physical quantities.

4.2.1 Beam-Beam Counter Calibrations

An exhaustive study of the BBC’s can be found in [97]. This section describes the main
calibrations performed for the data presented in this thesis, they are listed in Tab. 4.1:

Pedestal Calibrations

The BBC PMT’s deliver signals to the DAQ if charged particles produced photons inside the
BBC radiators. The analog to digital converter (ADC) is an electronic device that converts
these signals into integers ranging between 0 and 2048, 4096 or more depending on the device.
To each BBC tube corresponds an ADC spectrum which sharply rises around an ADC value



T wulLlLiotull veoiL oA alil Jouatl b L 1111C

Calibration Type Purpose

ADC pedestal ADC spectrum alignment

ADC gain Conversion ADC digits to number of particles
TDC gain Conversion TDC digits to times

Time delay Time offset removal between tubes

Slewing correction Removal of energy dependence in time signal

Tab. 4.1: BBC calibrations prior to vertex and start time determination.

called pedestal. The pedestal reflects low amplitude electronic noise and corresponds to the
“zero volt” of the ADC (null pulse amplitude). This means that pedestals are ADC offsets
and they can differ from spectrum to spectrum. In practice, pedestal are characterized by a
narrow distribution (see Fig. 4.5).

" good pedestal —_
— 800 :
5 %9 8 2001 y
S, 600- S
2] - B I
= 400 (2100~
O 200- 2
F (| o leftarray
250 [ [ o rightarray
S 200- :
3 20 %%; 20
% 100~ B 10-
O 50 =
OE‘ PR SO ¢ oo s A MR AR 5’:3 %6?8?6?
100 200 300 40
ADC [chan] Tube number

Fig. 4.5: BBC pedestal calibration with a typical pedestal (top left), a noisy pedestal (bottom
left), a pedestal summary (top right) and a summary of pedestal width (bottom right).

In order to have a common start for all ADC spectra, pedestals must be evaluated and sub-
tracted. Special runs are devoted to the measurement of pedestals. To each BBC tube corre-
sponds a one dimensional histogram filled with ADC pedestal data. Since the pedestals are
assumed to originate from random noise, they are fitted to a Gaussian, whose mean and width
are stored in the BRAHMS database. Figure 4.5 illustrates this procedure. Bad pedestals
like the one shown in the bottom left panel of Fig. 4.5 are indicators of electronic drift or
other malfunction. They are tagged by assigning them a special calibration constant so that
data from corresponding tubes are not used in the analysis. The knowledge of these bad
calibrations is essential when detector efficiency and acceptance are to be calculated.

TDC Gain Calibration

BBC PMT’s also deliver signals used for time determination. The time to digital converter
(TDC) is the electronic device converting these signals to integers ranging between 0 and e.g.
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4096. These data have to be converted to a time unit (nanosecond). The goal of the TDC gain
calibration is to determine the conversion factor of the TDC device. Like for the ADC data,
each BBC tube is associated to an electronic TDC unit. It is important for all procedures
dealing with time (TOF PID or primary vertex determination) that TDC devices are linear.
In practice, special data runs are also devoted to TDC gains. An electronic pulser triggers the
TDC device every 10 ns for each unit connected to a BBC tube (the time step depends on the
pulser used). This gives TDC spectra a “comb” shape: each peak corresponds to a pulse at
a precise time (see Fig. 4.6). The peak positions (in TDC digits) are plotted as a function of
the time the corresponding pulses were emitted (the error on the time interval between two
pulses can be neglected), as illustrated on Fig. 4.6.
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Fig. 4.6: BBC TDC gain calibration, with a typical comb shape TDC spectrum of a single
TDC unit (top left), a fit of the peak positions versus pulse time (top right) and a summary
of the TDC gains (bottom).

The profile in the top right panel, which demonstrates the TDC linearity, is fitted with a linear
function. The inverse of the slope of this function is the TDC gain. The summary plot in the
bottom panel reveals some deviations from the nominal gain (25 ps/chan).

ADC Gain Calibration

The ADC converts the amplitude of the PMT signal into digits whose values primarily depend
on the number of particles that hit the radiators. Figure 4.7 illustrates how an ADC spectrum
is obtained. The peak positions are also dependent on the energy gain of the tube, mainly
related to the applied high-voltage (HV). Because tubes differ in gain, particle peaks are not
located at the same values from spectrum to spectrum. The goal of the ADC gain calibration
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Fig. 4.7: Raw signal conversion. Depending on the number of particles hitting a tube, the
corresponding ADC spectrum shows a succession of peaks.

is to find a factor for converting the ADC values into a number of particles for each spectrum.
An example of raw spectrum (ADC digits pedestal subtracted) is shown in the top left panel
of Fig. 4.8 (the gap in the middle of the distribution is due to the dual ranged ADC devices
used).
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Fig. 4.8: BBC ADC gain calibration.

Without a software threshold, the highest peak would correspond to pedestal signals, mixed up
with very low ADC signals. A threshold of ten times the pedestal width above the pedestal is
applied in order to rule them out. The ADC gain is determined by finding the mean ADC digit
of the single particle peak. Note that it is necessary to select events that are not dominantly
central, otherwise multiple particle peaks would be populated to the detriment of the single
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particle peak. Once histograms are filled, the top of the single particle peak is fitted with a
Gaussian function, although one can argue that these peaks are not Gaussian-like. But as
far as the ADC calibration is concerned, only a reasonable estimation of the peak location
is needed. The top right panel of Fig. 4.8 shows the same ADC spectrum converted after
gain calibration (np,y = ADC/ADCjng.). The bottom panel is a summary of ADC gains
for all BBC tubes (the non-linearity of the small tubes is discussed in [99, 97]). When ADC
signals are calibrated, one can obtain particle distributions from the BBC. The one presented
in Fig. 4.9 is not normalized but reveals the geometry of the BBC arrays. Tubes are positioned
on rings of different radii.
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Fig. 4.9: BBC hit distribution. A BBC raw digit is a hit if its calibrated ADC is above 0.7.

Note how uniform the hits are distributed in each ring (a couple of tubes are missing in the
right array due to bad pedestals). The closest tubes to the beam line detect more particles
than outer tubes. Big tubes, although not very close to the beam line, are also among the
most effective. This is due to their larger geometrical acceptance.

Time Calibration

As mentioned before, the time signal related to a charged particle detection is provided by
the TDC measurement. For a BBC tube i in a given event, the measurement (in nanosecond)
follows Eq. 4.6:

7dez - f()f; + toff,i + tsle'w,i — Lstart (46)

where ¢, is the start time, tof; the particle time of flight (from its vertex to tube 7), ¢,7; and
tsiew the time offset, delay and energy dependence of the TDC measurement (it is implicitly
assumed that the collision occurs at the time origin ¢ = 0).

e Time Offsets:

Most of the particles detected by the BBC tubes are pions traveling at a speed close to the
speed of light. Therefore, their TOF’s from the collision vertex to the tubes (of a given array)
are approximately equal (the different tube locations on each BBC array can be neglected).
Consequently, time spectra obtained from tubes of a given BBC array show no significant



T wulLlLiotull veoiL oA alil Jouatl b L 1111C

difference. In practice, there are time offsets between these spectra, i.e. a constant time
difference At;; between spectra of tube 7 and j. These offsets are due to various factors like
different delay cable lengths, temperature variations, etc, they are a property of the hardware
chain between the tubes and the TDC device. It is essential to remove these offsets since the
vertex and start time resolution can be affected if offsets remain.

A reference tube is chosen in each BBC array, preferably a big tube whose hit probability is
greater than that of small tubes. In each event, the hit of the reference tube is selected if

|ADC/ADCsmgle*1| < 0.1 (47)
10chan < T'DC,.; < 3500 chan (4.8)

Condition 4.7 implies that only single hits are selected. It prevents the corresponding time
from being affected by the slewing effect of the reference tube. Condition 4.8 is used in order
to select hits with valid times (mainly excludes TDC overflows). For all other tubes i of a
given array, histograms are filled with time differences ¢; —t,.; (where the common start-time
tsiare cancels out event by event). The top panel of Figure 4.10 shows typical histograms. The
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Fig. 4.10: BBC Time offset calibration. Top panel: examples of time differences; Bottom
panel: time offset summary.

mean value of the peak is deduced from a Gaussian fit and is used as the time offset between
tube 7 and the reference tube. A summary is presented in the bottom panel of the figure. As
can be seen, offsets can be as large as a few nanoseconds while the intrinsic time resolution of
each tube is in the order of 50 ps.
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Slewing Correction

The time offset calibration is refined by the slewing correction. The slewing effect manifests
itself as an ADC dependence of the TDC signal and originates from the triggering mode of
the discriminators (leading edge triggering), illustrated in Fig. 4.11.
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Fig. 4.11: Slewing effect caused by the discriminator threshold and leading edge triggering
mode.

As can be seen from Fig. 4.11, the smaller the pulse amplitude (and consequently the ADC
value), the later the discriminator triggers, i.e. the larger the TDC. The goal of the correction
is to quantify and remove the TDC dependence on the ADC. For the BBC’s, it is done by
using a profile method for each pair (tube i, tube,) of a given array. The reference hit is
selected like for the time offsets (conditions 4.7 and 4.8). Profiles are filled with time differences
At; = tde; — tdcres — togi = ti — tdeyep versus (E;), where (F;) and t,5,; are the ADC and time
offset of tube ¢ previously calibrated. A typical profile is shown in the top panel of Fig. 4.12.
The empirical fit function used to describe the slewing behavior is
b c

At7 = t, — tre =a-+ + (49)
! (Ey ()

where ¢ means calibrated time and a, b and ¢ are the calibration parameters to be determined.
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Fig. 4.12: BBC slewing correction.

The fit is shown in the top panel of Fig. 4.12. For each tube, the set of parameters a, b and ¢
is stored in the BRAHMS database?. When the raw time information tdc; from tube i is read
out in an event, the calibrated time ¢; is constructed by subtracting time offset and slewing
effect:

t = tde; — t L R (4.10)
i = 1AC; — loffi — | O .
g (B (i)

In the bottom panel is shown At for PMT’s 5 and 37 of the left array, before and after slewing
correction. Note that this procedure implies that each BBC array is calibrated w.r.t. one
reference tube per array. It means that there remains some overall offset between both arrays.
This is taken care of when the “raw” vertex calculated from the BBC’s is compared to TPM1
tracks. Moreover, one can now ask about the slewing correction of the reference tubes. There
are two options: they can either be left without correction since there are only two tubes

Such improvements are under investigation.

4.2.2 Vertex and Start—Time Determination

This section describes how the collision start-time and primary vertex are reconstructed from
the calibrated BBC data. These quantities are crucial for the rest of the analysis (TOF PID,

2For the reference tube, all parameters are set to 0.
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event and track selection, acceptance correction, spectrum normalization, etc).

The primary vertex and start—time are calculated according to the following equations:

(Z22) - o ) (111)

tstart = (‘

[(tr) — (tr)] — 2op (4.12)

N[O N

Lyt

Their derivation is detailed in Appendix D. The quantities (¢, ) are the average (calibrated)
times measured in the left and right arrays respectively:

>, (tde; — off; — slewy)

Nhits

(ty = (4.13)
2o 1 the vertex offset along the beam axis, originating from the overall time offset between
the left and right arrays, D is the distance between left and right arrays (219cm). For each
array, hits are selected according to the conditions

(E;) > 0.7 particles (4.14)
10 < TDC; < 3500 (4.15)

Condition 4.14 ensures that “real” particles are selected (the single particle peak has a width
of 0.1 particle after a fit to a Gaussian, therefore the lower cut of 0.7 excludes hits with ADC’s
below 1 — 30 particles). Condition 4.15 rules out hits with overflow TDC digit (abnormally
long times). Once selected, hits are sorted in three groups: small tube hits, big tube hits,
fastest tube hits (in the latter case, there are only two hits, one left and one right). This sorting
leads to three vertices (z, 2, and z5;) and start-time estimations (the algorithm remains the
same, although the third method does not require building a time average). In a first pass,
for each array and each group of hits, calibrated times #; = tdc; — off, — slew; are summed and
averaged over the number of hits of the sum

Zi,L t

<tL>1 = T (4.16)
)y = =t (417

In a second pass, individual times ¢; are compared to the average of first pass (t),. If a time
difference |t; — (t),| is greater than 0.5 ns, hit 7 is rejected (a window of 0.5 ns is large enough
to keep the efficiency and time average confidence high). The remaining hits are used to
construct a final time average (¢7) and (tg). Using Eq. 4.12, Figure 4.13 shows the vertex
distribution obtained by the three groups of tubes, before the offset z,z is determined. These
distributions are slightly shifted toward the positive z’s. It is clearly demonstrated on Fig. 4.14
which shows the difference between TPM1 tracks and the three vertex estimations along the
z axis of plane x = 0.

Vertex Efficiency and Resolution

The vertex determined by the small tubes shows the best resolution because a large number
of tubes contribute to its construction (time averages are better determined). The width re-
ported on Fig. 4.14 is a combination between the vertex and tracking resolution. It fluctuates
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Fig. 4.13: BBC vertex distribution determined by the small tubes (left panel), big tubes
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Fig. 4.14: BBC vertex offset determined with the help of TPM1 tracks.
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little with time and ranges between 0.55cm to 0.8 cm, depending on the MRS position® as
long as central events are selected. Figure 4.15 shows the variation of AZ (top panel) and
oaz (bottom panel) with the number of small tubes used. As the events become peripheral,

3o envelop
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o
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=
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o
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Fig. 4.15: Small tube vertex resolution as a function of the number of tubes used. The solid
lines delimit a 30 region.

fewer tubes contribute to the vertex reconstruction. At the same time, the track density de-
creases. Therefore, the vertex uncertainty increases while statistical fluctuations on the track
intersection are more important. Note also the small variation of AZ. Ideally, the mean (AZ)
should be equal to 0. This is due to the slewing correction. Indeed, parameter a of Eq. 4.9
does not depend on the ADC, it is therefore an extra time offset (asymptotic limit of the fit
function). Consequently, a is not estimated with the best confidence since the ADC range of
the small tubes is not broad enough. Therefore, when time averages are constructed, there
could be small differences depending on the combination of tubes used in the summation. In
order to remove this effect, the vertex offset could be calculated as a function of centrality.
Alternatively, the slewing correction procedure can be improved: if it is done before the time
offset calibration, one can ignore a during this step, parameters b and ¢ are enough to describe
the relative shape of the slewing. The final time offset would include all offsets at the same
time.

The “big tube” vertex resolution is also quite stable around 2cm. The number of big tubes
(left + right) is 14, while the total number of small tubes is 65. Their dynamical range is also
larger than that of the small tubes but are known to have a poorer intrinsic time resolution.

*he uncertainty of the track intersection with axis z depends on the spectrometer angle with the beam line.



T.dJd. 1 ALUICIC L1AURLILS

These properties lead to a worse resolution but still acceptable (the ZDC vertex resolution
amounts to ~ 2 to 3cm).

Regarding the fastest tube method, there are two visible peaks. It might be that condi-
tions 4.14 and 4.15 are not stringent enough since this particular vertex requires only two
tubes, one in each array, with the assumption that the detected particles travel at the speed
of light (fastest tubes mean that the lowest TDC values in each array are selected). The
double peak could be explained if the lowest TDC value always originates alternatively from
two tubes of one of the arrays. The non optimal slewing correction would therefore be the
cause. This effect is under investigation but the “fastest tube” vertex is almost never used.

The three different resolutions impose a simple quality scale for the choice of the event vertex:
if all three methods provide a vertex estimation in an event, the “official” event vertex is z.
If only 23, and zy, could be estimated, then z is the “official” event vertex. Figure 4.16 shows

how often the different vertex methods are used in an ordinary Au + Au run. The right
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Fig. 4.16: BBC vertex method statistics averaged over all triggers and centralities (left) and
versus centrality (right).

panel of Fig. 4.16 shows the centrality dependence of the vertex method used. As expected,
the efficiency of the small tube method decreases as the events become more peripheral since
fewer particles happen to hit the small tubes. At the same time, the other two methods are
solicited more and more, big tubes have more chance to detect particles than small tubes and
the last method always works as long as the BBC’s detect particles respecting conditions 4.14
and 4.15. Note that requiring a centrality estimation limits the vertex distribution to roughly
|2ptz| < 50 cm (multiplicity array acceptance).

4.3 Particle Tracking

After a brief review of the TPC local tracking (the DC tracking is explained elsewhere [108]),
this section describes how the particle momentum is determined by matching track segments
inside magnet gaps, using basic geometrical principles. The particle flight path length is
then estimated by straight extrapolations (outside the regions with no magnetic field) to the
primary vertex at one end and to the hodoscope plane at the other end.
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4.3.1 Local Tracking

The BRAHMS tracking chambers measure pieces of charged particle trajectories that consist
of sets of points called track hits. The local tracking is by definition the construction of these
points and the subsequent linear fit leading to straight three dimensional segments in the
chamber.

Tracking with Time Projection Chambers

A TPC row consists of read-out pads.  First non zerotimebin Last non zero time bin
Rows and pads cover the (z, z) plane of a l (Info kept)>< l (Info discarded)
TPC. The y information is obtained from
the drift of secondary electrons created L o] of of10feofs0f10] 0] 0 ' Tt
by the passage of a charged particleion- _0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

L . Timebin  <—» -—

izing the TPC gas. The signal of these No Of Timebins (info kept)

electrons (ADC) is distributed over more

than one pad and time bin. The raw  Fijg. 4.17: For a given row and pad, a TPC seg-

TPC data are called TPC sequences, il-  ant is a set of time bins with non zero ADC values
lustrated in Fig. 4.17. The TPC tracking (zeros are removed).

algorithm starts first by scanning pads
and rows and grouping sequences into clus-
ters. Figure 4.18 shows how a cluster
looks in the (pad, time, ADC) space. When
two tracks are close, clusters can over-
lap. The second step is therefore the de-
convolution of such clusters into two or
more clusters. The process is illustrated
in Fig. 4.19. The next step is the con-
version of the deconvoluted clusters into
TPC hits containing space position, vari-
ance on this position and cluster ADC
sum (or energy loss). The final step con-
sists of carefully grouping hits together
via an algorithm called “track follow finder” and fitting them in order to get a three dimen-
sional line. These steps are described in [30, 105]. Figure 4.20 summarizes this algorithm.

ADC signal

Fig. 4.18: A TPC cluster.

Figures 4.17 to 4.20 show ideal cases. In practice, a TPC needs some calibrations before going
through these tracking steps. The main calibrations are :

pad status : noisy or dead pads are identified and ruled out during tracking

time correction . the drift velocity in the pad-rows closest to the sides of the
TPC shows some non linearities that are corrected

drift velocity drift : gas pressure changes make the drift velocity fluctuate with time

An example of drift velocity fluctuation with time is shown in Fig. 4.21 for TPM2.

Figure 4.22 shows the average number of tracks per event for the top 20% central events, as
a function of spectrometer setting. It also shows the stability of the spectrometer with time
(the event range consists of several runs).
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Fig. 4.19: TPC cluster deconvolution. The numbers are the ADC values. The big cluster

(top left) is finally deconvoluted into two clusters (bottom right). See [30] for details on the
deconvolution algorithm.
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Fig. 4.20: TPC track “follow” finder algorithm. The search process starts from the back of
the TPC and is conducted in a limited area in each row (see [30]).
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Fig. 4.21: Measured TPM2 drift velocity as a function of run number. The fluctuation are
due to changes of the TPC gas pressure.

4.3.2 Momentum Determination
Basic Principles

To determine the particle momentum, BRAHMS utilizes the combination of a tracking cham-
ber at the front of a dipole magnet and a tracking chamber at its back. Figure 4.23 is an
illustration of the geometrical framework. The momentum determination algorithm is based
on the formula

F=qBxj (4.18)

where p’ is the momentum of the particle, ¢ its electrical charge, B the magnetic field and g
the curvature of the particle trajectory due to the action of the field. For each dipole magnet,
the field acts in a squared gap. The axis of the field is parallel to the vertical axis of the gap
(y) while the current polarity governs the direction of the field vector B (up or down). The
longitudinal axis of the gap is z whereas x is the direction along its width. Since the particle
trajectory inside the gap is a helix of axis y, its projection on the plane (z, z) is a circle (see
Fig. 4.23).

If 7' = Py, + Py, Eq. 4.18 projected to the (x, z) plane becomes
Pzz = qu r (419)

since p = r + 3. In principle, B is uniformly distributed inside the magnet gap and has only
one component B,. This configuration implies that the field has no action on the particle in
the y direction. In practice, B, (or simply B) does not exactly vanish at the edges of the gap.
Therefore, the magnetic field has been measured as a function of z (and z for second order
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Fig. 4.22: Average number of TPC tracks per event (20% most central) for different spec-
trometer settings. The FS (MRS) TPC’s are shown in the top (bottom) panels, respectively.
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Fig. 4.23: Top view of a charged particle trajectory. The relative scale between magnet and
tracking chambers is not respected for clarity.

deviations, although this is not used here) in order to calculate the following integral:

I = /+OCB(z) dz (4.20)
= 2By (4.21)
BAL (4.22)

where z.g is the z coordinate of the edge planes of the gap, with z.5 > 244, and AL = 2z.4.
Figure 4.24 illustrates the effective edge approximation.

()
AL

&
\

IBI

~Zett +Zegr (ZT

Fig. 4.24: Magnetic field intensity along the longitudinal axis of the magnet gap (solid blue
line) and effective approximation (red dashed line). Both integrals are equal.
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This integral appears in the equation used for momentum estimation. Indeed, using the
notation of Fig. 4.23, if f; (6,) is the angle between the direction of the front (back) track and
the 2 axis, w the angle between the z axis and the line linking point F' to B, and [ the length
of segment [F'B], it follows that

O = wHyr = w+6/2 (4.23)
Hb = w—wb = (A)*g/? (424)
AL = lcosw (4.25)
l
S — 4.26
T 2sing2 (4:26)
Therefore, after some trigonometry, it follows that
AL AL
"= 0,0 6;4+0\  sinf; — sinf (4.27)
: —0s b sinfl; — sin
2 sin <fT> oS (fT> f b
Finally, the momentum component p,, is given by the following equation
BAL

sinfy — sin 6,

where the integral 4.22 is revealed explicitly and justifies the effective edge approximation.
The full momentum is completed thanks to the slope «,, of the track direction (cf. Fig. 4.25).
Using Pythagoras’s rule p* = p?, + pi with the fact that there is no field action along the y
direction and that |p| and |p,.| are constant, it follows

pCL‘Z

p:,/l—ozz

(4.29)

J\Y L
front track ____F__E_ ---------------- back track

» (2)

Fig. 4.25: Side view of a particle trajectory.

Matching parameters

In a central Au + Au collision event, many local tracks are reconstructed in the tracking cham-
bers. Matching a pair of front and back tracks therefore requires some criteria. From the pre-
vious equations, three matching parameters can be deduced. The first one is given by Eq. 4.23
and 4.24: when the front and back tracks match with each other, Ay = ¢pp—1), = 6/2—0/2 = 0.
The other matching parameters are related to the y axis. Since the field has no effect along
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this direction, the front and back tracks must have the same slope a,,. Therefore, the second
criterion is Aoy, = ¢ — o, = 0. Moreover, a matching plane is defined for each pair of front
and back tracks: its origin is the center of segment [F'B| and its base vectors are (i, i,) with
i, a unit vector normal to segment [F'B] and 1, the unit vector along y. The intersections
of the front and back track lines with this plane are calculated (giving points P; and P,) and
the quantity Ay = Py, — Py, is equal to zero for matching tracks (point M on Fig 4.23 and
4.25).

In summary, front and back tracks are perfectly matched if

AYp = 0 (4.30)
Aa, = 0 (4.31)
Ay = 0 (4.32)

Experimentally, due to the finite tracking resolution, geometrical imperfections and field ap-
proximations, the matching conditions are more loose. Figure 4.26 shows the distributions
Ay, Ay, and Ay for [T1-D2-T2]. The three histograms show a clear signal on top of a com-

60 —— all combinations | —— all combinations [ —— all combinations
3 [ matched tracks [~ Il matched tracks [ ] matched tracks
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8 & 8
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Ay [rad] Aa, Ay [cm]

Fig. 4.26: Distributions of the three matching observables in the FF'S. The signal is visible
on top of a combinatorial background. Matched tracks (filled histograms) fulfill condition 4.33
(see text).

binatorial background. Since small offsets are present for the reasons cited above, a first pass is
needed to evaluate offsets and widths for each run. Although distributions are not Gaussian
like due to multiple scattering, they are fitted to a Gaussian in a first approximation. In a
second pass, pairs of tracks are selected according to the following elliptical cut:

A — A L (Aay = ANagp Ay = Ay’
( w> +<u> +<M> <n? (4.33)

Ay O Aay OAy

with o the width of each distribution (evaluated by fitting the signal with a Gaussian function)
and n, = 3 (user’s cut). It is interesting to check how the matching parameters evolve with
time. Figure 4.27 shows this evolution as a function of the run number for the MRS. It reveals
a few noticeable facts : the quantity At is rather stable in width and offset. The parameters
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Fig. 4.27: Time evolution of the matching parameters in the MRS. Error bars are the widths
given by the fit.

Ao, and Ay are not as stable as AW but are anti-correlated. Nevertheless, their respective
width does not change. This is explained by the TPC drift velocity fluctuations. It is therefore
necessary to investigate and evaluate matching parameter offsets and widths on a run by run
basis before matching cuts are applied.

Ghost tracks

The drawback of such a matching procedure is the creation of “fake” tracks or “ghost” tracks
which occurs when uncorrelated tracks happen to fall within the user’s cuts. In that case,
there can be two or more front tracks matching a single back track (the opposite can also
happen but is more rare, the number of back tracks is usually much smaller than the number
of front tracks). For such groups of multiple matchings, matched tracks are tagged according
to the quality of the matching. Each of them is assigned a confidence level according to the
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following equation :

(B ) (A= de) (M)] /3 (4.31)

2 _
X =
Ay OAay OAy

In a given group of multiple matchings, the one with the smallest x? is considered as a real
matching whereas the others are ghost candidates. Figure 4.28 shows the number of matched
tracks per event before and after ghostbusting. All events with more than one matched
track are generally contaminated. The “ghostbusting” process aims at eliminating fake track
contamination.

................... before ghostbusting
—— after ghostbusting
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Number of matched tracks per event

Fig. 4.28: Track ghostbusting in the MRS.

Finally, Figure 4.29 shows examples of momentum distributions obtained from this procedure
for the MRS, FFS and BFS. The difference between the FS and the MRS is striking: the
dynamical range is much broader in the FS but at the same time, only one charge sign
is detected for a given field polarity. In the FFS (D2 momenta), some particles have the
opposite charge sign but in relatively low amount. Most of these particles are rejected if the
matched tracks are required to “swim back” through D1 without hitting the magnet gap sides.
It means that they are mainly created inside D1 by scattering and are thereby considered as
background tracks.

Advanced matching in the FS

In the F'S, once the local track matching is done, another level of matching takes place in order
to build full FS tracks. The first and easiest step is done in the BFS. Indeed, local tracks in T4
are shared by D3 and D4 matched tracks. Therefore, these two groups of matched tracks are
matched by checking which ones share the same T4 tracks. Since some prior ghostbusting was
applied independently to both groups, there is no ghost track creation when matching these
two groups. Resulting tracks are called BFS tracks. Figure 4.30 illustrates the BFS matching.

The second and last step consists of matching BFS and FFS tracks. There are two possibilities.
If matched tracks in D3 were obtained from the combination [T2 D3 T4], the same principle
is applied since the D2 and D3 matched tracks have T2 in common. In the case D3 matched
tracks were obtained with [T3-D3-T4], a geometrical matching similar to the local track
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Fig. 4.29: Momentum distributions from all BRAHMS magnets. Top left: D5, top right:
D2, bottom left: D3, bottom right: D4.
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Fig. 4.30: Drawing illustrating the matching between D3 and D4 matched tracks in the BF'S,
done via T4 tracks.

matching procedure is performed between T2 and T3. But here, there is no magnet in between,
therefore the matching condition is

Az — Ax 2 /Ay A 2 /A, — Aa 2 /Aa, — Ao 2
( z Toff) +( y yoff) +( oy %,off> +( o, %,off> <n? (435)

OAzx OAy OAay UAay

with Az and Ay the differences along (2) and (y) between the intersection of the T3 track
line, with a plane containing the middle point of the T2 track segment, and the latter (this
plane is normal to the z axis of T2). Aa, and Aq, are the slope differences along axes ()
and (y). When multiple matchings occur, the same x? principle as before is applied, with the
corresponding matching variables.
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4.3.3 Particle Flight Path
Track Vertex

The determination of the particle path length needs an estimation of the track origin (or track
vertex). In BRAHMS, track vertex means the track line intersection with a “vertex” plane,
defined below. Strictly speaking, real track vertices cannot be measured in BRAHMS, unless
particles decay inside a tracking chamber?. This information is eventually be used for selecting
primary particles. Figure 4.31 illustrates the procedure for FS and MRS tracks. The planes

_____________ _ L MRS track

........

FS track

Fig. 4.31: Track projection to primary vertex planes. The intersection point is used as the
track vertex. For F'S tracks, the plane is z = zggc. For MRS tracks, the plane is x = 0.

are ¢ = 0 for MRS tracks and z = zgpc for FS tracks. It is a natural choice since the MRS
rotates with the angular range 30°- 90° whereas the FS covers § = 2.3°~ 30°. In the MRS,
this implies that the x position of the track vertex is fixed to x = 0 but at the same time,

the coordinates in y and z are directly comparable to the vertex location obtained from the
BBC’s (Znnc, 0, O)

In the FS, the situation is different. The BBC vertex is by construction defined along axis (z)
only. Unfortunately, trying to evaluate a z coordinate for F'S track vertices (e.g. by calculating
the closest point of the track line to the beam line) is useless, the track angles # relative to
the beam axis are so small that the uncertainty on z is big (roughly proportional to 1/sinf).
However, FS track vertices are defined on a plane transverse to the beam line. This prevents
from dealing with such angle effect. Note that projecting FS tracks to the primary vertex

4But even in this case, since the local tracking algorithms lead to straight lines within the whole volume of
the chamber, deviations from straight lines, characteristic of a decay topology, cannot be reconstructed.
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plane requires the knowledge of their momentum since D1 is in front of T1. The momentum
is used to calculate the trajectory inside the D1 gap. The slope and the intersection of the
trajectory at the front plane of D1 are used to extend the track path straight to the vertex
plane. A typical track vertex estimation is shown on Fig. 4.32.
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x [cm] Zyy - Zggc [CM]

Fig. 4.32: Track extrapolation to primary vertex planes. The contour level scale is logarith-
mic. In both the FS (left) and the MRS (right), tracks are distributed around the collision
point with a maximum at the primary vertex location, surrounded by a scattered background
of secondary tracks.

Track End Point

The knowledge of the track length is only useful for the TOF PID. The other end of the track
is therefore the track line intersection with a plane defined by the hodoscope axes. In the
MRS, TOFW slats are grouped in six panels arranged on a circle arc. In each panel, slats are
positioned on the same line. Tracks are extrapolated from TPM2 to TOFW panel planes (see
Fig. 4.33). The intersection point with the (z,y) plane of the intersected slat as well as the

» @
I —
(x
_
_ ]
»(z

Fig. 4.33: Track line extrapolation to TOFW slats in the MRS. Panels stand on a different
line unlike slats in each panel.
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slat index number are kept for track-TOF hit matching.

In the FS, the track extrapolation is more complex. Slats with odd and even indices are not
on the same line. Therefore, an FS track can intersect zero, one or two slats (see Fig. 4.34).
When two slats are intersected, the path lengths inside the slat volumes are compared. The
longest path determines the best slat candidate.

(z)

Fig. 4.34: Track line extrapolation to hodoscope slats in the FS (TOF1 and TOF2) seen from
top. Lines can cross zero, one or two slats. Since the incident angle of “good” FS tracks on
the hodoscope plane is close to 90°, the probability to hit one slat only is by far the highest
(see text).

Although the primary vertex location changes event by event, the track length between the
spectrometer front planes and the hodoscope slats is approximately constant. An example is
shown in Fig. 4.35 where the special slat arrangement in TOF1 is recognized (double peak)
whereas a single peak is visible for MRS tracks.

Unfortunately, the track length resolution cannot be rigorously investigated without a simu-
lation reproducing the experimental resolutions of the detectors, especially due to the track
vertex as defined in the previous section. The track length resolution goes into the error on
the particle velocity 5. Nevertheless, an empirical approach is used when the PID resolution
is investigated (Sec. 4.4.3).

4.4 The Time of Flight PID

TOF PID is done by first matching TOF hits to tracks whose momenta are known. Only
tracks that survived the ghostbusting step are considered. Slats intersected by selected tracks
are inspected to check if they contain valid TOF hits. Once hits are matched to tracks, ADC
and TDC calibrations can be performed. The ADC (or energy loss) calibration is useful for
selecting minimum ionizing particles (MIP) by applying an energy threshold that rules out
very low ADC hits. The TDC calibration, unlike for the BBC’s, leads to “absolute” particle
time of flight. From there, PID can be done by using Eq. 4.1.
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Fig. 4.35: Track path length between spectrometer front planes and intersected hodoscope
slats. The double peak structure for FFS tracks reflects the slat positioning in TOF'1.

4.4.1 Matching TOF hits and Tracks

The purpose of this matching is twofold: PID and background removal for TOF calibration.
The matching is done by investigating hits in slats intersected by tracks. A TOF hit is defined
by four digits. Each slat has a bottom and a top PMT’s, each of them producing ADC and
TDC signals. In order to correlate TOF hits with tracks, the top and bottom ADC digits of
each hit are imposed a threshold ADC).q+ 10 X PED,,;q, while the TDC digits are restricted
to the range [10, 4000], insuring that pedestal hits are rejected. In the MRS, if a slat associated
to an MRS track does not have a valid hit, the neighboring slats are checked. If valid hits are
present, the selection is done by imposing the condition Az = |%paex — Tpit| < 1.2cm where
Tpi 1s defined as the middle of the slat along axis = of the hodoscope plane (1.2 c¢m, which
is the slat width, is large enough to take into account the track extrapolation uncertainty).
Multiple matchings can be introduced (two tracks sharing the same hit). This is discussed
below.

In the F'S, the procedure is more complex since an FFS or BF'S track can be associated to two
slats. Several passes are necessary. They are summarized in Tab. 4.2.

1 slat candidate ‘ 2 slat candidates s; (best) and s
1st pass matched if valid hit, else 2nd pass | both saved if valid hits in both, else 2nd pass
if no hit in s; but hit in s9, s9 becomes s;
if neither hit in s; nor s, 3rd pass
3rd pass check neighboring slats & la MRS

2nd pass check neighboring slats ala MRS

Tab. 4.2: Track-TOF hit matching in the FS.

Figure 4.36 shows the distribution Az = x44cx — Tpi Obtained for all hodoscopes (left panels).
The track uncertainty is visible in the difference between the slat number the matching hit
belongs to, and the slat number the track points to (right panels).
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Fig. 4.36: Track TOF hit matching distributions in the MRS (top), FFS (middle) and
BFS (bottom). The left panels show the difference between the hit positions and the track
intersection along axis x of the hodoscopes. Hashed areas are rejected combinations. Selected
areas are wider than slat widths due to track extrapolation uncertainties. The right panels
show the difference between the slat index of the TOF hit and the index of the slat intersected
by the track (matchings only).

Note that the TOFW histogram (MRS) is the sum of all panels. However, the selection cut is
done for each panel. Depending on the TOF hit and track density, the level of combinatorial
background differs. Another matching procedure (along y) will be applied when the TOF hit
position along this axis is available after some calibrations.

Multiple hits

It can happen that two or more tracks are matched to the same TOF hit. The probability of
such an event depend on the track density which is correlated to the spectrometer position.
Figure 4.37 shows the ratio between multiple and single matchings as a function of slat and
spectrometer setting. For TOF1, the multiple matchings do not constitute more than ~ 5%
of the total number of matchings, with a fast drop as the F'S angle increases. In the BF'S, the
density of tracks reaching TOF2 is lower than FFS tracks intersecting TOF1, a maximum of
1% only has been noticed. In the MRS, no more than 2% of the tracks share the same TOF
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Fig. 4.37: Ratio between multiple and single matching distributions as a function of slat
indices and spectrometer settings (0 20% central events).

hits. These multiple matchings are not removed but tagged and saved with the rest of the
data. They are not included in the hit sample used for TOF calibrations.

Finally, Figure 4.38 shows TOF hit distributions before and after matching as a function of
slat. As can be seen, the matching procedure rule out a lot of background hits. The TOF

aof TOF1 TOF2 i TOFW

Counts[a.u.]
S 8

=
o

20F
15F

10F

Fraction [%0]

A
N L PERTEETIN BTSN SR
5 10 15 20 25 30 35 15 20 25 60 80 100 12
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Fig. 4.38: Hit distributions in TOF1 (left), TOF2 (middle) and TOFW (right). The markers
show hits matching global tracks.

track matching is therefore necessary for the quality of the TOF calibration. Moreover, the
track information is needed for timing calibration, which is crucial for particle identification.
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4.4.2 Hodoscope Calibrations

The hodoscope calibration is done in four steps (pedestals and TDC gains excluded, they are
similar to the BBC procedure). They are listed in Tab. 4.3.

Calibration Type  Purpose

ADC gain Conversion of ADC digits to average MIP energy loss
Relative Delay Removal of delay between bottom and top PMT’s
Time offset “Absolute” time offset removal

Slewing correction Removal of energy dependence in time signal

Tab. 4.3: Hodoscope calibrations prior to PID.

Energy deposited

The goal of the ADC gain calibration is the conversion of the ADC data to a number of
particles a la BBC’s. However, in the case of the hodoscopes, the raw signal originates from
a different physical process (cf. Sec. 3.5.1 and Fig. 3.12).

The intensity of the collected light is related to

the energy that the charged particle deposited in- 6 - ggco.fgffﬁ

side the medium. Although slats are wrapped to > [ ffA\\ L= discrimination threshold
prevent external sources of light from polluting % *

the signals, there is always some electronic noise S 4

in PMT’s, amplifiers and cables producing a low %_ 3

voltage converted to ADC data. Some electronic &

devices called discriminators are used to ignore & 2

signals below a certain voltage (see Fig. 4.39). &

Since detected particles are mainly MIP’s, the en- W e S

ergy dFE deposited within a distance dz through
the medium varies little with momentum. A typ-
ical MIP ADC spectrum has a Landau shape due
to Landau fluctuations in the number of excited
atoms inside the scintillator. Since dE/dz is pro-
portional to Z?, 7 being the charge number of the particle, ADC data cannot be used for
identifying particles of charge Z = £1 (e.g. pions and kaons). However, it is used for track
selection (above a certain ADC threshold). Figure 4.40 illustrates the procedure applied to
TOF1.

time[au.]

Fig. 4.39: Discrimination of background
signals.

Figure 4.40 shows a first order calibration. Indeed, since the slat height is not negligible (~
20 cm for TOF1 and TOFW, 40 cm for TOF2), light propagating from the hit location to the
PMT’s undergoes an intensity attenuation. The intensity of the light collected by the PMT’s
follows the equations

Loy = ILsexp[—(H/2 = ynit)/Lan) (4.36)
Ibot = IO exrp [*(H/Q + yhit)/Latt] (437)
with I, the initial light intensity, H the height of the slats and L,; the attenuation length,

property of the scintillating material. Hence, the ADC spectrum of a given top or bottom
PMT of a slat has a dependence on the hit position along the slat y axis. A good estimation of
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Fig. 4.40: ADC Gain calibration, with a raw ADC spectrum (top left), calibrated (top right)
and a summary for all top and bottom PMT’s. Only good matched tracks have been used.

this position is given by the crossing of the associated track. Figure 4.41 shows the attenuation
effect in a TOF1 slat. Given equations 4.36 and 4.37, the attenuation effect is removed by

008 TOF1 Slat 10
2000:- -
51500:— -
el et | s
<):1000_—
i i L
500— L
0"| top tube -bottomtube|..|....|..‘.
-5 0 5 -5 0 5
y [cm] y [cm]

Fig. 4.41: Correlation between ADC data and hit y positions along the slat, reflecting the
energy loss attenuation through the scintillator.

calculating the geometrical average of the top and bottom PMT signals:

<nMIP> = \/(nMIP>top X <nMIP>bOt (4-38)

The result can be seen on Fig. 4.42 which shows the geometrical average (ny;;p) as a function
of the y position of the hit along the slat. The multiple matchings observed in Fig. 4.37 are
revealed by the calibrated ADC data. Indeed, if two or more tracks match a hit, the energy
loss or average number of MIP’s (n;;p) must be on average larger than 1. Figure 4.43 shows
the calibrated energy loss for multiple matchings. As expected, the main peak is located at a



viapuvel 2. 1 Al biULC 1UCLIVIIICAUIULL

TOF1, Slat 10

O_|||||||||||||||||||||||||||||||||||||||
-10 8 6 -4 -2 0 2 4 6 8 10

y [om]

Fig. 4.42: Geometrical average of the calibrated ADC of the top and bottom PMT’s as a
function of the hit position along the slat.

>0 TOF1
200:—
e
51505
n B _
§ - <>t = 1.7
Q 100}
O
50[-
O: e e Lo 0 et Lot atotal tab bonalar an
0 1 2 3 4 5 6 7
<Nyp~

Fig. 4.43: Calibrated ADC of hits matching more than one track.
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value greater than 1. However, there is a secondary peak at exactly 1. A possible explanation
could be that the hits are matched with tracks that are either “ghosts” that could not be
removed from ghostbusting, or tracks of uncertain direction, in which case they point to the
wrong slat. It has been checked that for a given spectrometer setting, although the number
of multiple matchings increase with the track density, the ratio between the height of the two
main peaks remains constant. This would indicate that the geometrical uncertainty on the
track direction is the most probable explanation.

PMT’s Relative Offset : a New Matching Condition

The ADC gain calibration is used during all subsequent steps in order to select hits according
to the following condition:

For the rest of the TOF calibration, the focus is on the TDC data. This section describes
a calibration that leads to another condition for hit selection. Indeed, using notations of
Fig. 3.12, the light propagation from the hit to the top (bottom) PMT takes a certain time
tiop, (twor, ). Therefore, a correlation exists between the hit position yp;; and these times. If
tiop and tp, are the measured TDC digits, it follows that

top = t1of + tiop, + Off1p + SleWrop — tstart (4.40)
tbm‘, - tOf—|— tbotL + O,ﬁbot + Slewbot - tstart (441)

where tof is the particle time of flight, #,,; the common TDC start-time, ¢, the propagation
time from the TOF hit to the PMT, off and slew the time offset and slewing effect. If one
ignores the slewing effect and subtracts Eq. 4.40 to Eq. 4.41, then

Lhot — ttop = (tbotL - tbotl) + (Oﬁbot - Oﬁ;op) (442)
At = At + Ay (4.43)

The scintillator used for the hodoscope slats is a highly homogeneous medium: the speed of
the light traveling through is approximately constant within most of the scintillator slat. It is
therefore called the effective speed of light ¢, Given the slat height H, PMT’s are connected
at y = +H/2. Consequently:

thor, = (H/2+ ynit)/Ceg (4.44)
ttopi = (H/2 - yhit)/ceﬁ (445)
2
Ceﬁ

In practice, yu;; is given by the track slat intersection along y (ysrack). The calibrations of
cer and A,y are based on profiles where At is correlated to yqcr for each slat. Figure 4.44
illustrates the procedure. The bottom right panel of Fig. 4.44 shows how important the time
offset between the top and bottom PMT’s of a slat can be. At the same time, it is obvious
that the effective speed of light cannot be determined with a high accuracy due to changes of
the T2 drift velocity, unless the latter is well calibrated on a run by run basis. But since c.g
is a property of the scintillating material, a constant can be assigned to all slats and all runs.
To prove such a statement, the same calibration is done to TOF2 with T5 tracks. By design,
drift chambers are not affected by drift velocity change. Since TOF2 slats are made with the
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Fig. 4.44: Calibration of the effective speed of light and time offset between bottom and
top PMT’s in TOF1. The top right panel shows c.g for three different spectrometer settings.
Differences between settings are an artifact due to small changes of the T2 drift velocity.
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Fig. 4.45: TOF1 and TOF2 effective speed of light average. The average over the slat is very
close to what is measured in TOF2 since slats are made of the same material (cf. Tab. 3.6).
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same material, c.; amounts to the value observed in TOF1. Figure 4.45 demonstrates the last
statement.

In TOFW, the effective speed of light is ~ 13.4 cm/ns (slats are made of a different scintillating
material). The most important point of this calibration is the delay removal between the
bottom and top PMT’s on a slat by slat basis. The knowledge of c.p and Ayg leads to a
new track-hit matching condition |Yyack — Ynit| /oa, < n with n =3 (user’s cut). Figure 4.46
shows Ay distributions for all hodoscopes.
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T - |
ol o=06cm ¢ c=085cm |
a I
=]
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C=F=%—= 0 2 46 6 4 2 0 2 4 6 6 4 2 0 2 4 6
AY [cm] AY [cm] AY [cm]

Fig. 4.46: Ay track - hit after relative delay and effective speed of light calibrations.

Time Offset

While time offsets between BBC tubes were calibrated relatively to an arbitrary time reference,
the hodoscope time offsets are “absolute”, i.e. the corrected TDC measurement leads to
the particle TOF from the collision vertex to the hodoscope. Since BRAHMS is a collider
experiment, it is almost impossible to remove time offsets by solely investigating raw time
spectra due to the primary vertex and start time spreads. The strategy is to use the track
information: since most of detected particles are pions, an expected time of flight is calculated
given the flight path L, the momentum p and the mass m,:

L \/p*+m?2
c p

The calculated time t.,,. is compared to the experimental one, derived from Eq. 4.41 and 4.40.
Ignoring the slewing effect, it follows that

(4.47)

teale =

top

1
t0f+ Z(tOff + fL) - 5 (ttop + tbot) + tstart (448)
bot

The term ) ¢, is a constant and equal to H/cey (cf. Eq. 4.44 and 4.45). It can be safely
included in ) t,7s, from now on called off,;,,. Replacing tof by t.u. leads to

1
Ol]stat = 5 ( top + tbot) + tstart - tcalc (449)

Histograms are filled with this quantity and fitted with a Gaussian function whose mean value
is the time offset. Figure 4.47 shows time offsets as a function of slat in all hodoscopes.
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Slewing Correction

The TOF slewing correction algorithm is different from that of the BBC’s. The profile pro-
cedure is complicated by the terms ¢,. The slewing cannot be averaged between the top and
bottom PMT’s because the top and bottom analog pulses can have different amplitudes and
therefore cross the discriminator threshold at slightly different times. Therefore, constructing
a profile procedure for each PMT requires an accurate estimation of ¢, (either top or bottom).
To remedy this difficulty, the slewing correction utilizes a minimization procedure based on
the MINUIT package. The slewing effect is described as follows :

bot

1 S
2 2 VADC

top

slewg g = dt + (4.50)

There are therefore three parameters: s, Spor and dt. The minimization is done for each slat
on the following function:

1
5 (¢ 0 +t ot + ts,ar, — 0 slat — Slews,a,
Q(tp bf) tart A slat lat (451)

tcalc

The numerator of function 4.51 is ideally equal to ?.,.. The result of this procedure is shown
on Fig. 4.48 where the particle TOF is correlated to the calibrated ADC before and after
slewing correction.
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The remaining energy dependence visible in the right panel of Fig. 4.48 (black markers) is an

Fig. 4.48: Slewing correction in TOF1.

artifact of the fit due the non uniform distribution of slow particles.
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4.4.3 Particle Identification

The particle flight times are now fully determined. Using Eq. 4.1, the ability to identify
particles is investigated by examining first how [ correlates with p. The PID quality stron-
gly depends on momentum, time and track path length resolutions. Due to the primary
vertex/start time and track vertex procedures, it can also be improved by eliminating sec-
ondary tracks produced far from the primary vertex, multiple TOF hits and uncorrelated
track—TOF hit pairs. Figure 4.49 shows [ vs p scatter plots with different quality cuts.

£y
1 /|

1.2k

no cuts : i

1B

12 Vvertex cut (30)

1ol vertex + AY (hit-track) cuts

1.05

i

/B

-6 ) 2 -8 6 ) 2 4 -3 2 -1 0

1/g x momentum [GeV/c] 1/g x momentum [GeV/c] 1/g x momentum [GeV/c]

Fig. 4.49: Particle velocity versus momentum with different quality cuts. Note that 1/5 and
momentum ranges are different in the FS and MRS.

As can be seen from this figure, pions, kaons and protons are clearly separated until a momen-
tum limit which is determined according to the PID resolution (see below). Figure 4.50 shows
particle mass squared m? distributions from different spectrometer settings and momentum
ranges. As expected, the m? resolution in the FS is better at relatively large angles (f > 8°)
where the track density is lower. The same behavior is noticed in the MRS.Figure 4.51 shows
the achieved TOF resolution in TOF1 as a function of slat for a few selected settings. Note
that it is only a rough estimation. Indeed, the experimental measurement is in fact 3, which
primarily depends on L, tgqp, teer and ty,,. Since the vertex distribution is broad, so is the
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Fig. 4.50: Mass squared m? distributions as a function of spectrometer setting and momen-
tum. Each colored distribution corresponds to particles from a setting with a given momentum

range. Distributions were normalized according to the height of the pion peak. Field settings
are detailed in Tab. 3.5.
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Fig. 4.51: TOF resolution as a function of slat in TOF1 for three different spectrometer
settings. The resolution is better as the spectrometer angle increases (lower track density).

TOF distribution. Figure 4.51 shows the width of the time distribution evaluated by fixing
the flight distance to 9m without momentum cut (the distributions are dominated by pion
velocities close to the speed of light). The dashed lines are zero polynomial fits.

It is also clear that the PID quality is momentum dependent. In order to quantify the PID
resolution, the equation expressing the mass squared as a function of p and £ is differentiated
w.r.t. p and . It then follows from error propagation that

2 2

Om?2 2 p O'
(mg) =4’ 62

(4.52)

If o, = 03/6°, 0}/p° = P*Oang + (1 + m?/p?) 07, Where 04ny depends on track angular
resolution and field setting, o, takes into account multiple scattering (cf. [110]), Eq. 4.52
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becomes (using v = E/m)
m2
02, =4 [m4p203ng +m! (1 + p_2> Omuit + (M? + p?)%0? (4.53)

The m? versus p distributions are first sliced into narrow momentum intervals. Each slice is
fitted with a Gaussian function in order to evaluate the slice width. The latter is plotted as a
function of momentum and fitted with Eq. 4.53. An illustration of the resulting fits is given
in Fig. 4.52.

P TR PRI .. S P B
0.5 1 15 2 25 3 35 4

o2l

Momentum [GeV/c]

Fig. 4.52: Example of m? versus p resolution obtained by a simultaneous fit using Eq. 4.53.
The data set is 90°B 1000 (MRS). The curves delimit a 20 area.

The parameters 0oy, O and oy are tabulated in Tab. 4.4 (FFS), 4.5 (BFS) and 4.6 (MRS).

FFS Setting 4°1/5 8°1/5 8°1/8 12°1/4 12°1/8

Oang X 102 1.2 0.9 1.0 0.8 0.9
Ot X 107 0.0 0.0 1.2 0.0 1.7
oy x 108 3.7 3.1 2.9 2.9 3.0

Tab. 4.4: PID resolution parameters in the FFS.

The parameter o,,,;; is often equal to 0 in the F'S. This is due to the absence of low momentum
particles in the data sets, unlike in the MRS.

4.5 RICH or the High Momentum PID

The RICH detects charged particles above a momentum threshold given in Tab. 3.7. The
detection is based on the focusing of light cones into rings on a focal plane consisting of
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BFS Setting 4°1/5 8°1/5 8°1/8 12°1/4 12°1/8

Tang % 102 0.8 0.5 0.7 0.4 0.4
Ot X 102 0.0 0.0 0.0 0.0 0.0
oy x 10 1.8 1.6 1.6 1.6 1.5

Tab. 4.5: PID resolution parameters in the BF'S.

MRS Setting 90°350 90°1000 60°500 52.5°500 45°700 40°500 40°1000 35°700

Polarity A
Oang X 107 3.1 0.01 14 0.9 1.3 1.7 1.1 1.1
Crmutr X 102 2.7 2.9 2.2 24 1.8 2.5 1.3 2.1
oy x 103 6.2 5.8 6.4 6.4 7.5 8.8 8.8 8.6
Polarity B
Oang % 107 3.1 1.5 1.6 1.6 0.8 1.5 1.2 1.9
Ot X 102 2.6 0.7 2.3 2.2 1.8 2.4 1.0 2.2
o x 103 6.0 6.6 6.5 6.4 7.8 8.6 8.2 8.5

Tab. 4.6: PID resolution parameters in the MRS.

PMT’s. When correlated to the momentum, ring radii allow particle identification up to high
momentum limits. It is also possible to use the RICH as a particle veto in certain cases. The
RICH is described in details elsewhere [111]. This section only reviews the PID algorithm and
performance.

4.5.1 Light Focusing

When a charged particle above momentum threshold emits light inside the RICH gas of re-
fractive index n = 1.00202, the light is focused on the spherical mirror and reflected to the
PMT plane oriented at twice the mirror focal angle (2 x 9°) and located at a distance equal
to the mirror focal length (150 cm). Figure 4.53 shows the light focusing geometry.

—

» (2)

Fig. 4.53: Light focusing in the RICH. The track path is drawn in red (but it is not physically
reflected to the image plane), sample photon paths are shown in blue.

The high segmentation of the image plane allows the construction of photon rings. Each PMT
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pixel can induce an ADC signal whose value depends on the number of photons detected. With
a proper ADC pedestal calibration, hits are selected if their ADC digit is above a threshold
of 3.5 times the pedestal width above pedestal. Fired pixels are then investigated by the ring
finding algorithm described in Fig. 4.54.

Find the track
with highest
momentum

A

A

Calculate
ring center

A

Guess radius

number of hits
reasonable?

Remove hits

¢ Yes

Accept ring
(refit radius)

More tracks? Yes »| Remove hits

¢No

Done

Fig. 4.54: RICH PID algorithm diagram.

This algorithm works if the intersection of the reflected track line with the focal plane is within
the pixel area. The left panel of Fig. 4.55 shows these intersection points in a typical run.
A ring is shown in the right panel of Fig. 4.55 where the black box areas are proportional to
the magnitude of the ADC value. Once rings are measured, the PID is done by utilizing the
following equations:

0. = arctan L (4.54)
Lfor’
1 2 /2
5 = VP s, (4.55)
p

where Ly, is the focal length of the spherical mirror. Hence, there exists a direct relation
between the ring radius r, the momentum p and the mass m.
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Fig. 4.55: Ring centers defined as the reflected track line intersection with the pixel plane

(left) and a typical ring (right).
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Fig. 4.56: RICH ring radius versus momentum.
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4.5.2 PID Performance

Figure 4.56 shows such a correlation for two different field settings (low and high field). It
shows an excellent separation between pions and kaons up to ~ 25 GeV/c. In the low momen-
tum region, muons and electrons can also be identified up to ~ 4-5GeV/c. Figure 4.57 shows
the mass squared distributions obtained from the RICH. In the low field setting, the RICH

3B 1/2

12°A 1/8

10°

=
(@}
™

Counts[au.]

=
o

N
T

-0.0

0.02 0.04 . . 0.4 0.6
m? [GeV /] m? [GeV /]

Fig. 4.57: RICH mass squared distributions obtained from two different data sets.

identifies e, © and 7 but not kaons and protons. Those are positively identified when the
field is high enough for measuring particles above Cerenkov threshold. At the same time, the
muon and electron separation is not evident if |p| 2 4 — 5GeV/c. Note also the background.
It corresponds to uncorrelated track-radius combinations. The background contamination is
evaluated when particle spectra are constructed. This topic is described in the next chapter.

hodhdhddd
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Chapter 5

Particle Spectra

This chapter describes the many steps necessary to construct normalized spectra. The empha-
sis is on spectra of charged pions and kaons. Particle spectra are built by combining data sets
that are collected at various angle and field settings. From each set, data are first selected and
corrected for various experimental biases, before being combined with other sets in order to
form spectra at well defined rapidity intervals as a function of transverse momentum. These
analysis steps are:

— Data selection (events, tracks and PID)
— Corrections (detector efficiency, geometrical acceptance, secondary reactions)
— Normalization (data set combining and weighting)

5.1 Event Selection

5.1.1 Centrality and Trigger

The selected events are trigger 6 events, as defined in Sec. 3.3.4 and Tab. 3.3. This trigger is
based on an energy threshold in the tile multiplicity array (TMA) corresponding to the ~ 20%
most central events, and a beam beam vertex restriction consisting of a narrow time difference
between left and right arrays, corresponding to |vtz| < 25 cm. Trigger 6 events have not been
down scaled during data collection, meaning that all events fulfilling the trigger condition
have been recorded. The centrality distribution of such events is shown in Fig. 5.1. The
distribution is rather flat from 0% to ~ 20% and drops rapidly for more peripheral events due
to the trigger definition, as expected from the TMA energy requirement. The centrality slices
0 5%, 5-10% and 10 15% contain approximately the same number of events, the difference
between the most central class (0 5%) and the 10 15% class amounts to ~ 5%. It shows that
the centrality determination has a minimum relative error of 5% when trigger 6 events are
selected. The analysis concentrates on the top 5% events only.

5.1.2 Collision Vertex

A cut on the location of the collision vertex must also be done. This selection is defined
as a +30 cut around the mean difference between the independent ZDC and BBC vertex
measurements. [t is motivated by the fact that requiring a good correlation between both
measurements assures that well defined events in terms of vertex but also TDC start-time
are selected. Figure 5.2 illustrates the vertex consistency cut. The number of events with

107
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Trigger 6 events
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Fig. 5.1: Centrality distribution of trigger 6 events.
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Fig. 5.2: Correlation between the BBC and ZDC vertex measurements. The top panel shows
all events, the bottom panel shows the effect of a 30 cut based on a Gaussian fit on the vertex
difference (small panel).
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inconsistent vertex measurements, rejected by this cut, amounts to 1% of the total number
of events. A final cut has been applied to the vertex distribution itself: only events with
lvtz| < 20(15) cm for the FS (MRS) analysis are kept due to an efficiency decrease of the
trigger 6 beyond these limits. This cut is also motivated by the spectrometer acceptance
correction, as explained in Sec. 5.4.3. The difference between the MRS and FS is due to a
larger acceptance of the FS. The effect of this cut is shown on Fig. 5.3.

[ ]adlevents
I trigoer 6, cent. 0-5%

S
i

10°

10?

=
o

Number of counts [a.u.]

PETITI B I |

-150 -100 -50 0 50 100 150
Zgpc [CM]

Fig. 5.3: Vertex distribution as measured by the BBC with and without a 0%—-10% centrality
cut and a user cut of [-20 ¢cm, -20 cm]

5.2 Track Selection

The track selection aims at removing background tracks or tracks too close to the magnet
sides. The selection is done by introducing magnet fiducial cuts, checks of momentum status
and track vertices.

5.2.1 Cuts in the Magnet Gaps

Magnet fiducial cuts forbid a volume around the physical magnet gap where the confidence on
track combination is low due to track direction uncertainties, especially along the y direction
because the drift velocity close to the TPC edges is not perfectly uniform. A width of 1cm is
removed from the gap sides x and y axes of the magnet gap uniformly along the longitu-
dinal axis z (in the local coordinate system of the magnet). This forbidden volume is taken
into account when spectrometer acceptance corrections are calculated. Figure 5.4 illustrates
typical fiducial cuts in D5. As seen in Fig. 5.4, some of the rejected tracks are within the
selection area. This is because the fiducial cut is applied along the whole volume. Therefore,
some tracks already rejected close to the front plane of D5 and transported geometrically to
the magnet back plane fall within the selection area.

As mentioned in Sec. 4.3.2, trajectories of tracks that survived track ghostbusting (cf. Fig. 4.28)
and fiducial cuts are extrapolated from T1 to the entrance plane of D1 (facing the collisions)
by using the track momentum and D1 field, because there is no tracking device at the front
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Fig. 5.4: Magnet fiducial cuts in D5. Dots are track intersections with the effective edge back
plane of D5.

of D1. Tracks are not selected for the analysis if they intersect the magnet gap sides. The
relative fractions of tracks removed by such cuts are tabulated in Tab. 5.1 and 5.2 for a few
spectrometer settings.

FS setting 12°A1/8 12°B1/4 8°B1/5 4°B1/5 3°B1/3 3°B1/2
D2 ghost (%) 0.17 0.13 1.54 0.38 2.15 1.55
D2 fiduc. cuts (%) 3.91 7.84 8.42 9.48 10.23 10.53
D1 swim status (%) 10.87 8.76 11.62 7.32 8.38 8.20

Tab. 5.1: Fraction of tracks removed by the different magnet cuts in the FF'S. The ghost track
fraction is evaluated with tracks within the matching parameter cuts (cf. Sec. 4.3.2). The
fiducial cut fraction is evaluated w.r.t. tracks that survived the ghostbusting. The fraction
of tracks extrapolated back through D1 and that hit the magnet sides, are calculated w.r.t.
tracks that survived all D2 cuts.

As can be seen from Tab. 5.1, the fraction of tracks removed from the D2 fiducial cuts is
growing with decreasing spectrometer angle and increasing magnetic field. The status check
in D1 also implies a stringent cut. In the MRS, the D5 fiducial cut removes ~ 20% of tracks
regardless of the setting while the ghost track removal is more important as the spectrometer
angle decreases (track density dependence).

MRS setting 90°B 1000 60°B 500 45°A 700 35°A 700 30°B 700 (back)
D5 ghost (%) 0.18 0.52 112 1.49 0.48
D5 fiduc. cuts (%) 22.05 21.66 22.43 19.55 21.17

Tab. 5.2: Fraction of tracks removed by the different magnet cuts in the MRS.

The total fraction of tracks removed is quite large due to the small geometrical acceptance of
the magnets compared to that of the tracking device. Moreover, the width of the fiducial cuts
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is 1 cm from the sides in both the x and y directions of the magnets. Therefore, the fraction
of the magnet volume outside the fiducial cuts is 24.6% of the total magnet volume for D5,
10.4% for D4, 12.5% for D3 and 20.5% for D2 (no fiducial cuts in D1).

5.2.2 Track Vertex Selection

A fraction of the particles detected by the spectrometers come from sources other than the
primary collisions. By comparing the track vertex (as defined in Sec. 4.3.3) with the primary
vertex, it is possible to reject most of these secondary particles. Figure 5.5 shows the selection
procedure. For both FS and MRS, a peaked distribution of track intersections centered around

-5-‘ = ‘0-‘ — ‘5
Zyy - Zggc [OM]

600- 0,=07cm | 0,=0.25¢cm
T | g T
A A ]
2 100 o |
< [ 2 L
3 - 3 L
8 i 8 200
50- | r
- NN - S L = AR Ll
-0 5 0 5 10 -10 -5 0 5 10 6 4 -2 0 2 4 6 3 -2 -1 0 1 2 3
x[cm] y [em] Z - Zgac [CM] y [em]

Fig. 5.5: Intersection of particle track lines with primary vertex planes in the FS (left), and
MRS (right). A 4o cut is applied (elliptical cut).

the collision vertex is obtained. The projections on the axes are fitted with Gaussian functions
whose means (o7, Azofs, Yorr) and widths (0,, oa,, 0,) are used to apply a two dimensional
elliptical cut, based on the inequalities

2 2
<7x — x"”) + (L _ y"”) <n2 (FS cut) (5.1)

Oy Oy

A *A . 2 —, 2

(u) +(w> <u2 (MRS cut) (5.2)
OAz (Iy

where x,y, z refer to the laboratory frame, the subscript off means offset (these offsets are
mostly present along the y axis due to TPC drift velocity fluctuations) and n, is the user cut,
set to 4 for this analysis. Note also that the cut is applied on a run by run basis in order to
minimize the effect of the fluctuations in y.
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5.3 PID Cuts

Once particle tracks are selected, PID cuts are applied in order to select pions and kaons over
the broadest momentum range that the PID resolution allows. In the MRS, PID cuts are
based on the m? resolution achieved by TOFW. In the FS, beside the TOF PID, the RICH
is used in two ways: positive K and 7 identification, and 7 veto to improve kaon selection in
H2, as explained below.

5.3.1 Time of Flight

Two methods have been investigated for the MRS. One is based on the PID resolution pre-
sented in Sec. 4.4.3. The other consists of applying a fixed cut in the m? distributions. In
both cases, particles with momenta |p| > 2 GeV /¢ were ignored as this is the limit of the PID
capabilities. Figure 5.6 shows how both methods compare on two different data sets ( 90°
and 35°) where the PID performance are slightly different because of a larger background at
35°. In the momentum dependent selection, the selection is based on Eq. 4.53 and parameters
tabulated in Tab. 4.6. Curves drawn in Fig. 5.6 correspond to a 20 cut around the mean mass
squared as a function of momentum. At 90° the difference in the number of pions (kaons)
amounts to 5.5% (5%). Considering that a 20 cut around the mean of a Gaussian function
represents 95.5% of its integral, the background introduced by the fixed m? cut represents
1% (0.5%). At 35° the difference is 8% (6%), implying a background of 3.5% (1.5%). Other
MRS settings are in between these two cases. The apparent asymmetry of the kaon sample
is due to pion contamination at relatively high momentum (the = and K 20 areas overlap
above 1.7GeV/c at 35°). It is estimated by reflecting the clean half of the kaon distribution

N% ref> /Nioi. It amounts to less than 1% (4%) at 90°

(35°) for both procedures. In conclusion, the momentum dependent cut is preferred in general
because less background is introduced, and the method takes into account the momentum
dependent resolution of the PID. Note also the crossing of the curves at p ~ 1.7 GeV /c for the
35° setting. Particles between this momentum limit and 2 GeV/c do not affect the final results.

and calculating the quantity (N%

real ~

In the FS, a momentum dependent 20 cut was applied to TOF1 and TOF2 data where PID was
possible (low field settings), based on parameters listed in Tab. 4.4 and 4.5. The momentum
limit is 3(4.5) GeV/c for TOF1 (TOF2). The m? distributions obtained from these cuts are
shown in Fig. 5.7 for a couple of settings. The 3° and 4° settings have been in general ignored
due to a large background in the hodoscope except low momentum pions in TOF2 at 4°.

5.3.2 Cerenkov

As could be seen before, TOF PID is only possible to relatively low momentum. Higher
momentum particles are identified with the RICH. Figure 5.8 shows the selection (delimited
by solid curves) . The dashed curves are the expected ring radius vs momentum. correlation
for pions and kaons.

The expectation curves are defined by the following equation:

1 m?
cos = — 1—1——2
n p

r = L tan
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Fig. 5.7: Pion and kaon selection in the F'S at 12° (left) and 8° (right). The selected particles
are restricted to a momentum dependent cut of 20 around the mean mass squared. The upper
momentum limit is 3 (4.5) GeV/c in the FFS (BFS), upper and lower panels respectively.
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Fig. 5.8: RICH PID selection. Solid curves are defined by Eq. 5.4 and 5.5 (see text). The
dashed lines are expected ring radius momentum correlations.

where r is the ring radius, L the focal length of the spherical mirror, n the index of refraction
of the gas, m the mass of the particle and p its momentum. The calculation of the selection
envelop is based on the following equations:

ry, = Ltan |cos ' ! 1+ m + or (5.4)
L ) (p + 0p)? '
| 1 m2 |
r_ = Ltan |cos '—/1 4+ ———=| —0r 5.5
on (p—0p)* | >

The ring radius is assumed to have an uncertainty ér = 0.45cm. The values for dp are 0.4
and 0.6 GeV /c for pions and kaons respectively. They “mimic” the RICH PID resolution but
rather consist of guesses of the PID performance. The method can be further improved by
introducing resolution parameters that depend on the track momentum and the number of
photons of Cerenkov rings. Figure 5.9 shows the mass squared (m?) measured by the RICH
before and after this cut is applied.

The RICH particle selection applied to the data presented in this thesis is little contaminated
by the background seen in Fig. 4.57. The background has been estimated as a function of
momentum, as can be seen in Fig. 5.10. It is found that the background falling inside the PID
cut is less than 1% over the entire momentum range, and decreases with increasing momentum.
The RICH is also used to extend the kaon selection in TOF2. Indeed, since the RICH can
reasonably identify low momentum e/u /7, these particles can be vetoed in the H2 data. This
allows a clearer identification of kaons, below a momentum limit of 7GeV/c (see Fig. 5.11).
One should keep in mind that a small fraction of kaons decay between TOF2 and RICH into
charged muons and pions (total branching ratio of ~ 90%). However, the procedure requires
also that the particle velocity measured in TOF2 is consistent with that of kaons (20 cut
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low momentum regions and decreases as the momentum increases.
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Fig. 5.11: Kaon identification in TOF2 by vetoing pions, muons and electrons in the RICH.

around the expected velocity). This ensures that if a vetoed particle comes from the decay of
a kaon between TOF2 and RICH, the parent kaon is still identified by TOF2 if the consistency
check of the particle velocity is positive. In Fig. 5.11, the remaining pion peak seen after veto is
populated with pions below RICH momentum threshold or missed by the RICH (inefficiency).
The latter is discussed in the next sections.

5.4 Data Correction

Constructing particle spectra requires data corrections of many kinds. The corrections applied
to the data presented in this thesis are :

— Detector efficiency €ge
— Spectrometer acceptance correction C..
— Other corrections (particle decay Cg, multiple scattering C,,;)

Correction factors can be spectrometer setting dependent (e.g. acceptance) or only momentum
dependent (e.g. particle decay). However, for each spectrometer setting, a correction map is
constructed in the (pr,y) space so that the data are corrected for each cell in this space,
according to the following equation:

datacorr(pTay) = datarmu(pTay) x Corr (56)
Carc C Cms
Corr = Zace Xk X (5.7)
€det

Normalization follows data correction, this is described in Sec. 5.5.1.

5.4.1 Tracking Efficiency

For this analysis, two types of efficiency have been investigated: the tracking and PID effi-
ciencies. The factor €4; has been split into two factors: €;.4.x X €prp. The tracking efficiency
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has been studied by using embedding of simulated tracks into a set of experimental tracks in
the MRS and FFS [112]. The method is briefly described below. An alternative method has
been developed for the FS tracking [107]: the efficiency of a tracking device is studied by a
reference track constructed using track segments seen in possible tracking chambers except
the one under study.

Track Embedding

The track embedding method has been used for the TPC’s. The underlying concept is as
follows: simulated tracks with well defined momentum and identity are digitized, meaning
that the hit characteristics on a detector plane is made to look like raw TPC data (TPC
sequences). It is then inserted to real TPC data. The tracking software is used normally
and studies are made of how often simulated tracks could be found, as a function of the
number of hits in the TPC. The reconstructed tracks are compared to the simulated input
track as follows: to each track is associated a cylinder with a radius of 0.4 cm centered on
the track so that the overlap volume between the simulated track cylinder and other cylinders
is calculated. If a track has an overlap volume greater than 60% of the simulated track
cylinder, the latter is considered as successfully reconstructed. Figure 5.12 shows the resulting
MRS track reconstruction efficiency as a function of the number of TPC hits for pions and
kaons. The efficiency curves turn out to be linear and decrease as the number of hits increase.
Using them as is implies no momentum dependence. The latter has been studied in [112]
and related to multiple scattering. Note that these efficiency curves are used regardless of the
event centrality (since the number of TPC hits is related to the event centrality).

Reference Track Method

The reference track approach consists of the construction of a reference track using N — 1
tracking detectors and checking whether tracking detector N contains a track segment that
can be matched to the reference track. For this N detector, the resulting efficiency is defined
as

Nmatch,
Nref

€= (5.8)
A detailed study of the reference track construction and of the efficiency estimation can be
found in [107]. In substance, the reference track is constructed by matching track segments
in z and y in the same way tracks are matched for momentum reconstruction (cf. 4.3.2), e.g.
if the T1 tracking efficiency is studied, the reference track is constructed by matching T2 to
T3 tracks, T3 to T4 tracks and T4 to T5 tracks. It is important that the user’s cuts applied
during track matching for momentum calculation, out of the efficiency calculation context,
correspond to the matching cuts used for the reference track for efficiency estimations, i.e.
if a 30 cut around the matching parameters was applied for momentum determination, the
same cut has to be applied when the reference track is constructed. Reference [107] contains
a study of the sensitivity to the user’s cuts and of the resulting background contamination.
Once the reference track is made, it is extrapolated to the middle plane of T1 whose track
segments are compared in position and slope with the extrapolated track. This procedure has
been applied for each data set and studied as a function of the event centrality and horizontal
track position and slope (x axis of the tracking detector). Note that this procedure is particle
type independent. Figure 5.13 shows the efficiency estimated for different FS settings as a
function of momentum for the top 5% central events.
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Fig. 5.12: MRS global tracking efficiency estimated by the track embedding method (see text

and [112]).
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Fig. 5.13: FS tracking efficiency estimated by the reference track method (see text and [107]).
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5.4.2 PID Efficiency

Hodoscopes

The hodoscope efficiency is related to the the way slats are stacked. In the MRS, TOFW slats
are positioned on the same line in each panel. Such positioning introduces edge effects, i.e.
tracks passing through close to slat edges, thereby depositing very little energy, or even in the
wrapping material, in which case no signal is detected. In the FS, TOF1 and TOF2 have two
stacks of slats, as seen before. The advantage is to remedy the effect present in the MRS and
to give room to the PMT’s. However, a few tracks can traverse the hodoscope without hitting
any slats. In order to estimate the overall slat efficiency, the distribution of hits associated to
valid tracks is divided by the distribution of the number of times valid tracks intersect slats. It
is illustrated for TOF1 in Fig. 5.14. In the MRS, due to low track statistics hitting the outer
panels of TOFW, the calibration of the corresponding slats is not optimal. These panels are
not considered in this analysis. The remaining slats show a constant efficiency that amounts
to ~ 93%. TOF2, due to little background, is the most efficient hodoscope with a constant
efficiency of ~ 98%.

Another correction is added due to the presence of multiple hits (cf. Fig. 4.37) since two
tracks associated to the same hit are ignored in this analysis. The fraction of multiple hits
estimated in Sec. 4.4.1 is underestimated for the reason that only fully reconstructed tracks
were considered. However, particle tracks which could not be fully determined have to be
taken into account. A preliminary analysis showed that the fraction of multiple hits in TOF1
at 4° is twice higher if T2 track segments that were not selected for momentum determination
are also matched to TOF hits (see [113]). This correction is not yet available.

RICH Efficiency

Ideally, the RICH efficiency should be estimated with a simulation reproducing the response
of this detector. Since it is not yet fully implemented, the efficiency is evaluated by using
identified pions in TOF2. The efficiency is not mass dependent but solely depends on f.
There are at least two drawbacks inherent to this procedure: one is the pion decay between
TOF2 and RICH (see Sec. 5.4.4), the other is the limited PID momentum range common to
TOF2 and RICH. Only pions between 2 and 4.5 GeV/c can be used. The estimated efficiency
is shown in Fig. 5.15. It is assumed in this analysis that the RICH efficiency is constant
above a momentum of 2.8 GeV/c for pions. The corresponding value for kaons (at equal /) is
therefore ~ 9.9 GeV/c.

5.4.3 Acceptance Correction

Figure 5.16 shows raw p, spectra of identified 77 (RICH PID) from three data sets without
acceptance correction nor normalization. As can be seen, the raw spectra show significant dis-
crepancies with each other (acceptance edges, slopes). The goal of the acceptance correction
is to remove the geometrical bias introduced by the small phase—space coverage of the spec-
trometers. By definition, the geometrical acceptance is the ratio Acc between the distribution
of particles that could be tracked throughout the spectrometer and the input distribution
(Eq. 5.9). This ratio is calculated in the (p,,y) space.

detected particles
Acc =

(5.9)

all particles
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Fig. 5.15: RICH detection efficiency estimation, using pions identified in TOF2. The effi-
ciency is very low close to threshold but increases rapidly from 0.1 to 0.93 in only 1GeV/c
increase in momentum.
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Fig. 5.16: Raw transverse momentum distributions of positive pions for three different mag-
netic field settings at Opg = 4°.

For a given spectrometer, a particle is accepted if it could be tracked until the PID detector,
in the same fashion as what is done with real data.

Acceptance Simulation

The procedure used for this analysis is to simulate the response of the spectrometers for given
position and magnetic field settings: a particle distribution is sent through the spectrometer
where all physics processes are switched off, except for energy loss through material' in order to
track the particles through the spectrometer. Simulations are performed with a package called
brag, based on GEANT3, which reproduces the BRAHMS spectrometer properties. The input
distribution contains only pions of a given electrical charge sign (depending on the simulated
magnetic field setting). To avoid redoing long simulations for kaons, the pion calculations are
utilized with the pion mass replaced by the kaon mass to evaluate y, p, or my for a correct
kaon acceptance mapping. A picture of the brag simulation is shown in Fig. 5.17. Momenta
of input particles are uniformly distributed within a momentum range broader than the range
where PID is achieved. Particles are also chosen in a given azimuthal angle range A¢ < 27
but broad enough so that the spectrometer aperture lies within this range. Idem with 6. The
magnitude of the input distribution is then rescaled by a factor 2w /A¢ before acceptance is
calculated?. The acceptance factor is therefore

accepted particles JANO)
X _

Ace (y,pr) = (5.10)

thrown particles 27

The number of particles thrown within the phase space ApAfOAp is 15,000,000 for each spec-
trometer setting.

!Energy losses though material have practically no effect on particle momenta at so high momentum ranges
(MIP).
2Particles produced in heavy ion collisions are uniformly distributed in ¢ over a large set of events.
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Fig. 5.17: Simulation for acceptance correction, with a side (top) view of the MRS in the left
(right) panel. Only a small fraction of the incident particles reach TOFW via TPM1, D5 and
TPM2. Note also the effect of the vertex position on the acceptance (see discussion in text).

Other Geometrical Biases

Apart from the global geometry of the spectrometer, there exists some specific detector geo-
metries that cannot be neglected at the simulation level. The TPC’s have inactive rows, TPM2
has an asymmetric readout plane. These effects are taken care of by a software designed to
convert GEANT tracks to TPC tracks. The hodoscopes have invalidated slats (bad calibra-
tions). Those are therefore disabled in the simulation when the particle selection is based
on a TOF PID like in the MRS. The DC tracks are fully digitized and track segments are
reconstructed ala real data. The local tracks are combined using the standard global tracking
software. Likewise, magnet fiducial cuts applied to real data are used in the simulation.

Collision vertex

The spectrometer acceptance slightly differs from one event to the next due to the changing
vertex location. Figure 5.18 illustrates this effect. To minimize this bias, the vertex range
(£ 20cm for the FS and £ 15cm for the MRS) is divided into bins of 5cm. An acceptance
map is constructed for each vertex bin. The data are also treated in the same way. Since the
experimental vertex distribution is not uniform even in the selected range of |vtz| < 20 (15) cm
for FS (MRS) data, an overall event normalization would bias the results. This method takes
into account the variation of the number of events with the vertex location (see Sec. 5.5.1). The
chosen bin width (5c¢m) is a compromise between statistical errors (too small bins would imply
few tracks per vertex bin and therefore large statistical uncertainties) and the dependence of
the acceptance on the vertex position (too large bins would hide this acceptance effect). An
example of K and 7 acceptance map is shown on Fig. 5.19 (FS setting 3° B 1/2). Three
remarkable points:

1- the data (black boxes) and the simulation (colored histogram) nicely overlay,
2- the acceptance magnitude is not constant in p
3- the acceptance edges have a lower magnitude
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The second point is important: the slope of the raw spectra changes after F'S acceptance
correction. In the MRS, the acceptance is constant except at very low pr. The third point is
taken care of by removing edges below half of the average acceptance in the MRS and 1/3 in
the FS. In Fig. 5.20 are plotted acceptance maps of all settings.
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Fig. 5.20: 7 and K acceptance maps for all spectrometer settings (vertex bin 0 5cm). The
isomomentum lines represent PID limits.

The color contours represent the acceptance magnitude Acc. The isomomentum lines indicate
where PID limits are reached. Note that the low momentum limit in the RICH is about
1 GeV/c above threshold in order to avoid identification inefficiency. Figure 5.21 represents
the relative statistical error introduced by the procedure. In all settings, it is at most ~
4%, depending on the (pr,y) cell (edges excluded). When projections are made over rapidity
intervals, the error is lowered by summing.
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Fig. 5.21: Acceptance map relative statistical error. The error is at most ~ 4% in each
(pr,y) cell, edges excluded.

5.4.4 Secondary Reactions

Two types of secondary reactions are taken into account in this analysis. One is multiple
scattering which is the effect of repeated elastic Coulomb scatterings that can deflect particles
in and out of the acceptance. The other type is pion and kaon weak decay and has a larger
effect. In order to evaluate their effect, brag was used with and without these effects. Unlike
the acceptance correction, particle tracks were fully digitized, reconstructed and selected ala
real data (fiducial cuts, matching cuts and PID cuts were applied). The motivation is that a
kaon (pion) can decay before e.g. the hodoscope but still be identified as a kaon (pion) due to
little momentum and flight path change of the leading daughter particle (muon). Figure 5.22
shows the kaon multiple scattering correction and decay in the MRS at 90° and 40° as a
function of momentum. As can be seen, the corrections are independent of the spectrometer
setting. They were fitted with the following function

1

Corr™ =a—bexp(—cp) (5.11)

The parameters a, b and ¢ are listed in Tab. 5.3 for all spectrometers.

The parameters have been found to be independent of the spectrometer angle. However, cor-
rection maps are constructed in the way acceptance maps are: the momentum dependence
of the correction is converted into a (pr,y) dependence in the form of two-dimensional his-
tograms for each spectrometer setting. These histograms have of course the same binning as
the acceptance maps so that they can be multiplied with each other cell by cell in (pr,y).

5.5 Last Steps before Particle Spectra

Remember that each data set has been divided into vertex bins of 5 cm. Therefore, each data
set is first treated in order to remove the vertex dependence. The following step consists of
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Fig. 5.22: Kaon multiple scattering and weak decay effects in the MRS. No dependence on
spectrometer setting was found.

MRS FFS FS

Pions Decay M. Scatt. Decay M. Scatt. Decay M. Scatt.
a 0.986 1.000 0.993
b 0.437  ignored 0.250 ignored 1.130 ignored
c 2.671 0.689 1.535

Kaons Decay M. Scatt. Decay M. Scatt. Decay M. Scatt.
a 0.986 0.998 0.9409 0.9092
b 0.437 10.546 0.6748  ignored 0.723 ignored
c 2.671 14.199 0.3179 0.2259

Tab. 5.3: Decay and multiple scattering fit parameters (using Eq. 5.11). Multiple scattering
is neglected in most cases, the main correction is from the decay correction.

combining sets together by constructing a weighted average. Finally, normalized differential
yields in the (pr,y) space are binned along the rapidity axis in order to construct particle
spectra by projecting each rapidity bin to the py axis.

5.5.1 Data Set Correction and Normalization

As mentioned before, pion or kaon data and corresponding acceptance and correction maps are
two dimensional histograms in (pr,y) (the histogram binning is b,, = 50 MeV, b, = 0.01 in
the MRS and b,, = 50 MeV, b, = 0.02 in the FS). The acceptance and correction histograms
are merged according to the following equation:

Corr|pp.y
27TN8'U(U) ACC|1i,pT,y X bIJT X by

CORR|, .y = (5.12)

where subscript v identifies the vertex bin and N,,(v) the corresponding the number of events.
Therefore, the 2D-histogram CORR contains all correction and normalization for vertex bin
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v. Then, for each data set characterized by a spectrometer angle and a magnetic field, all
vertex bins are summed up as follows:

DATA[,,, = Y DATA|,,,, (5.13)

(CORRl,,,) " = S(CORR.,,,,)" (5.14)

v

where the sum is running over the vertex bin v. The last term is then inversed for each (pr,y)
cell, so that the normalized and corrected differential yield reads

dN|p.y = (DATA|,, ) x (CORR|,, 4) (5.15)

5.5.2 Combining Data Sets

Combining data sets is necessary in order to cover enough pr range at each rapidity bins.
Following reference [30], index s is used to identify a given spectrometer setting. The average
normalized differential yield becomes:

_ Zs dN|S#7T7:’/ X W

(AN1p, ) = P (5.16)
ey ZSW|57PT#/
where the weight W/, ., is defined as
Wiy ) = —— (5.17)
PPTY T CORR s pypy '

to ensure that (py,y) cells with large corrections carry low weights. With these definitions,
Eq. 5.16 can be rewritten

<dN|pT,y> = (Z DATA|s,pT,y) x (Z ﬁ) (5-18)

R‘S,PT:.U

i.e. aform that conserves the statistical distribution DATA|; ;. ,. Other choices for the weights
would not give this factorized form and hence not the straight sum of contributing counts.
In this form, weights W’s can be interpreted as an effective number of events. When the
resulting yield is zero in a cell, there can be two explanations: either the correction factor is
zero, in which case the cell was excluded from the acceptance from the beginning, or there
was no particle (data) in the cell. In the latter case, the measurement is still valid (as well as
the weight factor) and keeping zero cells is important when cells are averaged over to make
projections to the py axis. A discussion on the subject can be found in [30]. The present
analysis derives from the procedures implemented in this reference. Another discussion about
the way corrections are applied can also be found. In substance, because of the relatively low
statistics of most spectrometer settings, it has been chosen to apply corrections on average
instead of doing it track by track. In the present analysis, track by track and momentum av-
eraged correction methods agree thanks to the relatively high pion statistics (compared with
the proton statistics in [30]). However, since the kaon statistics is in the order of the proton
statistics, the average method has been preferred for coherence. Errors are discussed in Sec. 6.4

Figure 5.23 shows the kaon and pion normalized differential yields after setting averaging. The
color contours are logarithmic.
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Fig. 5.23: Kaon and pion normalized yields after all data sets were corrected and combined.

5.5.3 Projection to Normalized Particle Spectra

From histograms shown in Fig. 5.23, particle spectra are constructed by first chopping the
rapidity axis into intervals of width Ay = 0.1 or 0.2, depending on the available statistics. A
pr spectrum at a given rapidity y is the averaged projection over the rapidity bins that the
rapidity interval Ay contains, according to the following equations:

N(pr) = (Z 3y DATA|s,pT,y) X (Z > m> (5.19)

Yy S

with y — Ay/2 <y <y+ Ay/2 and

1 d*N N(pT)
5.20
2mpr dprdy (pT) prAy ( )

where pr in the denominator is the center of the histogram bin. Figure 5.24 shows an exam-
ple of such a projection. The procedure is applied to all rapidity intervals where enough pr
coverage is achieved. The obtained results are presented in the next chapter.

hodhdddd
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the right panels are normalized particle spectra.
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Chapter 6

Results

Normalized particle spectra are investigated from rapidity -0.1 to rapidity 3.6 for the top 5%
central events. The invariant yields are deduced from extrapolation to uncovered acceptance
regions. The choice of the fitting function is discussed, as well as sources of systematic errors.
All results are tabulated at the end of the chapter.

6.1 Normalized Particle Spectra

Normalized particle spectra from the top 5% central collisions of the reaction Au+Au at
v Snvy = 200 GeV are presented as a function of rapidity. The rapidity intervals are shown
in Fig. 6.1. Filled gray areas are phase—space regions not covered in this analysis. The MRS

p; [GeV/c]
p; [GeV/c]

p; [Gev/c]
p; [Gev/c]

05 %
0
0

Fig. 6.1: Rapidity selection. A difference between K and K~ exists at y ~ 2.3 due to a
spectrometer setting that was not applied for positive kaons.

Rapidity

covers rapidities from -0.1 to 1.4 (1.2) for pions (kaons). The FS, by combining FFS and BFS

131
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settings, covers from y = 2.1 (2.) to 2.6 (2.5) and 3.0 (2.9) to ~ 3.65 (3.4). The relatively
broad pr coverage around y ~ 2.3 is possible by using the RICH as a direct pion identifier.
The error originating from discrepancies between data sets covering the same phase space is
discussed in Sec. 6.4. Note also that the presented spectra are inclusive, i.e. no attempt was
done in order to disentangle pions from resonance decays to primary pions due to absence of
resonance studies as a function of rapidity at RHIC. Similarly, kaons from ¢, 2 or K* decays
are not discussed since no estimation of their yields is yet available as a function of rapidity.
A possible estimation would be given by calculations from an event generator filtered by the
GEANT simulation discussed in the precedent chapter, although this estimation would re-
main model dependent. Alternatively, one can assume that the yields of strange resonances
investigated at mid rapidity by the STAR or PHENIX experiments scale with kaon yields as
a function of rapidity®.

Figure 6.2 shows pion transverse mass my — m, spectra as a function of rapidity for the top
5% central events. The error bars are statistical. The spectra show a remarkable similarity in
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Fig. 6.2: Normalized pion transverse mass spectra as a function of rapidity. The magnitude
of spectra have been rescaled by 10°, 10°%, 102, etc, from the top to the bottom. Errors are
statistical. The marker size can be larger.

shape at all rapidities for both 7% and 7. The my range covered depends on magnetic field

'In reference [85], it is shown that the ratio (¢) / (K ) as a function of \/syx is constant at ~ 0.13.
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settings, thus some discrepancies between ranges covered at different rapidity intervals.

Figure 6.3 shows kaon spectra at the selected rapidities. Again, no strong differences in
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Fig. 6.3: Normalized kaon transverse mass spectra as a function of rapidity. Scale factors
have been applied like in Fig. 6.2.

the spectral shape are qualitatively visible between spectra. The next section describes how
spectral features are quantified.

6.2 Extracting Spectral Information

Once particle spectra are constructed, yields are evaluated at each rapidity interval by in-
tegrating the covered pr or mr range and extrapolating to regions outside the acceptance.
Remember that the differential yield at a given rapidity y, if described by function f(m7),
reads

1 d*N

2nmyp dmpdy

= f(mr) (6.1)

where my can be changed by py without any modification. Therefore, the integrated yield at
a given rapidity y is

dN & 1 d’N o
—/ 21 myp ( > me:27T/ my f(myg) dmy (6.2)

d—y N m 2nmy dmpdy m
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In practice, integrated yields over the full py or my range depend on the choice of f(mr).
Since the extrapolated yield outside the acceptance (in particular at low pr) depends on the
choice of the fit function, a systematic error is introduced. The fit function is chosen so that it
can fit all spectra with a good confidence level. The systematic errors are discussed in Sec. 6.4.

6.2.1 Fit Function

The most common fit functions are listed in Tab. 6.1. The T" parameters in the denominators

Name ‘ Formula

Boltzmann in my B x myp x exp [—(mgp —m)/T]

Exponential in pp A, exp [—pr/Tes]

Exponential in mp A exp [~ (mp — m)/Teg]

Power law in pr C(1+pr/po)™"

Sum of two exponentials Dy exp[—(my —m) /T + Dyexp [—(mp — m)/Ts)]

Tab. 6.1: Most common fit functions describing charged particle spectra.

of the exponential functions are called the inverse slope parameter or effective temperature of
the particle source. Coefficients A to D are normalization factors from which integrated yields
can be deduced (see Appendix E). The Boltzmann function describes the particle distribution
emitted from a classical thermalized source at temperature 7', i.e. when particles in the source
are moving randomly (stochastic motion) according to classical statistical laws?. The other
listed functions are empirical functions. They are used without solid theoretical bases but turn
out to describe spectra better than the theoretical ones in some cases (as will be evident in
the next section). They can be seen as effective distributions, i.e. experimental distributions
are the result of several contributions, each of them following a different statistical law.

In the following sections, only three functions are discussed in details, the exponential function
in mp, the sum of exponential functions in ms and the power law in pr. The Boltzmann
function is ruled out because a first attempt showed that it was not adequate.

6.2.2 Fitting Spectra

In practice, fits are done in ROOT [114] by using the minimum x? method. Note that the
integral of the function is used as a fit parameter for a correct error treatment. Indeed, the
normalization parameters can be analytically expressed (cf. Appendix E):

1 dN/dy _
A, = — W 1 . 6.3
, 27 T(T + ) (single expo.) (6.3)
1 dN/dy — N,
D, = ——— s f 2 expo. 6.4
1 2% TV (T, T m) (sum of 2 expo.) (6.4)
1 N,
Dy = ————— s f 2 expo. 6.5
9 27 To(Ty 1 m) (sum of 2 expo.) (6.5)
-1 —2)dN
C = (n )(Z ) AN (power law) (6.6)
2mp; dy

2Since mesons are bosons, one can use the Bose Einstein statistics but the Boltzmann statistics is a good
approximation.
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Figure 6.4 shows the three test functions applied to pion data in the MRS and the FS. The
spectra are all expressed in pr for coherence. The exponential function in mq in this repre-

107} X2/ Ny, = 1046115 F X2/ Ny, =10.6/13 | X2IN, =147/14| 1
> z E E
“of & 10} MRS
© ; ;
“’(%' 1k . . y=05
107} X* /Ny, =311/13 X* /Ny =109/11 X*IN, =125/12 |
=&
ol g 10 s s FS
~ F F
10 X 3 -
1 1 1 1 ||||||||
0 05 1 15 2 05 1 15 2 05 1 15 2
p; [GeV/c] p; [GeV/c] p; [GeVic]

Fig. 6.4: Fit tests of pion spectra at two different rapidities. On the top (bottom) panels
is shown an MRS (FS) spectrum (y = 0.5(3.05) £+ 0.1(0.05)). In both cases, the sum of
exponential functions and the power law are equally good at describing spectra, unlike the
single exponential.

sentation becomes

exp [ (W - m> /Teﬁ} (6.7)

Both the sum of exponential functions and power law give a good description of the spectra
within the fit range, at mid rapidity and most of the high rapidity intervals (see power law
results in Tab. 6.7). In contrast, the single exponential poorly describes MRS spectra, and FS
spectra when there is a good low pr coverage. This deviation from a simple exponential is due
to the strong “contamination” of pions from resonance decays at low pr. The extrapolated
yields deduced from the fits are:

Function MRS (y = 0.5) FS (y = 3.05)
Single exponential 271.5 + 2.2 1171+ 14
Exponential sum 287.9 + 3.2 130.1 £+ 6.0
Power law 297.8 + 3.3 129.3 £ 2.7

The extrapolated yield of the single exponential is systematically ~ 10% lower than the other
extrapolations. Indeed, this fit underestimates the differential yield of the low py bins. This
is visible in Fig. 6.5 that shows the same data as Fig. 6.4 but where each bin content has been
multiplied by the normalization factor 27 py in order to have the (non invariant) differential
yield d>N/dprdy.
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Fig. 6.5: Same as Fig. 6.4 but multiplied by 27 pr. The single exponential fit fails at describing
the lower p; region.

At high rapidities, the effect is less visible due to a worse coverage of the low py region. Re-
garding the difference between the exponential sum and the power law fits, it decreases as
the rapidity increases. Nevertheless, the confidence level of sum of exponential fit becomes
worse at high rapidities, the fit fails sometimes to separate the two a priori distinct exponen-
tial contributions. The power law fit has shown a rather stable behavior, in the sense that
all spectra could be fitted with this function. Therefore, in the rest of the chapter, if not
explicitly mentioned, extrapolated pion yields are those estimated by the power law fit. In the
top panel of Fig. 6.6 are shown all fitted pion spectra. Results are listed in Tab. 6.7.

Kaon spectra are subject to less ambiguities. They are best described by the single exponential
in my (power law and exponential sum fail to describe kaon spectra). The kaon results
discussed further are therefore solely based on the single exponential fit. The fits are shown
in the bottom panel of Fig. 6.6, and results listed in Tab. 6.8.

6.3 Results

In this section are presented results obtained from the fits discussed in the previous section.
The focus is on the rapidity dependence of particle yields and other spectral features. The
analysis focuses on the top 5% central events only.
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6.3.1 Spectral Slopes and Mean Transverse Momentum

The pion and kaon slope parameters are obtained from the single exponential fit. It has been
mentioned in the previous section that this fit poorly describes the overall shape of the pion
spectra. Nevertheless, it is still valuable to select a p; range common to all pion spectra, fit it
with this function and study the systematic of the extracted slope with rapidity. The inverse
slope parameter systematic is shown in Fig. 6.7.

500

: 5 o .7
i m: 0.3- 1.0 GeV/c C_) ”

_ 400—_ K : al possible range 5 K-

% B

=2 [

08)' 300]- e

1Y) B i, el e B q*p

e T 4 TS

2 lLeg —o Ce

= 200 T O & 8 O=s=
_I | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1

1005 05 1 15 2 25 3 35
y

Fig. 6.7: Inverse slope parameter as a function of rapidity. The py range for pions is common
to all spectra. Error bars are statistical.

The pion slopes have a remarkably small rapidity dependence. The difference between the
two extremes is ~ 20 MeV, so 10% of the estimated slopes. Kaon slopes show a stronger
rapidity dependence. The mid-rapidity values (0 < y < 1.1) amount to ~ 300 MeV but start
dropping as y = 2. They finally reach values as low as ~ 230 MeV at y = 3. The decrease
therefore amounts to ~ 25% from mid rapidity to the highest rapidities. Such a systematic
can be interpreted as a smooth decrease of collective transverse flow as the rapidity increases.
Together with the proton data of reference [30], a blast—wave analysis could be carried out in
order to quantify the transverse flow systematic with rapidity.

Figure 6.8 shows the mean transverse momentum (py) of pions and kaons as a function rapidity.
Using Eq. 6.1, this quantity is defined as follows:
o d’*N
. f[] br dprdy de . f[]oo 271'[)% f(pT)de

<pT> - o d2N dN
o dprdy “PT dy

(6.8)

where f(pr) is the power law for pions (the other fit functions give the same results) and the
single exponential for kaons.
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Fig. 6.8: Mean transverse momentum as a function of rapidity.

The correlation exhibits the same trend as seen in Fig. 6.7. The pion mean transverse momen-
tum varies little with rapidity from ~ 460 MeV /¢ at mid-rapidity down to 420 MeV/c at y > 3
(less than 10% difference) while kaons drop from ~ 710 MeV/c to ~ 580 MeV /c. Also remark-
able is the equality between spectral features of positive and negative particles of the same
kind. This indicates that sources of particles and anti particles have similar characteristics at
all rapidities covered in this analysis.

6.3.2 Extrapolated Yields

Particle yields as a function of rapidity are calculated by extrapolating the fit functions to
the full pr range. The results are shown in Fig. 6.9. Both kaon and pion multiplicities show
a maximum at mid rapidity and decrease more and more rapidly with increasing rapidity
(bell shape). Negative and positive pions are equally distributed within the statistical errors,
dN/dy amounts to ~ 300 at y = 0 and drops to ~ 90 at y &~ 3.5, i.e. a decrease of more
than 2/3. Kaons are redrawn in the bottom panel of Fig. 6.9 for better visualization. It is
found that dN/dy(K ™) are systematically lower than dN/dy(K™) at all rapidities. At y < 1,
positive (negative) kaon yields amount to ~ 47 (44) while high rapidity yields are in the order
or 18 (10). The drop between these two extremes ~ 62% (77%).

Although the present data do not cover the whole rapidity range, there is enough rapidity
coverage to estimate the total integral after reflection of the data around y = 0 (since Au+Au
is a mass symmetric system). This is done by fitting the rapidity density distribution by an
even function. Figure 6.10 shows three different estimations. The first one (top) is based on a
Gaussian fit whose mean is fixed to y = 0, the second fit (middle) uses a sum of two Gaussian
functions placed symmetrically with respect to mid-rapidity (both Gaussian functions have
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three cases).
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the same width and opposite means) that is referred to as “Gaussian sum” in the rest of the
thesis, the last one (bottom) consists of a symmetrized Wood-Saxon function:

Gaussian: ay]\\/[% exp (—y?/202) (6.9)
Sum of Gaussian: QOZ,L\/% {exp [—(y 4+ v0)*/20;] + exp [—(y —y0)?/20]] } (6.10)
Wood Saxon: a/ {1 + exp[(y — yo)/0oy] + exp[—(y + yo)/0oy]} (6.11)

where N is the total yield (set as a parameter when possible), o, the rapidity width and
yo the (positive and negative) mean rapidity. For the Wood-Saxon fit, it is not possible to
analytically derive the normalization factor a. In order to evaluate the statistical error on
the total yield, each data point has been randomly moved within the corresponding statistical
error (according to a Gaussian distribution). At each throw, the Wood-Saxon fit has been
processed and the integral calculated in ROOT has been stored in a histogram. After 5000
throws, the histogram has shown a Gaussian distribution whose mean and width are the values
tabulated in Tab. 6.2. There is good agreement between the different fits, only ~ 2% (3%)

Single Gaussian Gaussian sum Wood-Saxon
N oy N Yo o N Yo oy

ot | 1743411 2.2840.02 | 1722+13  1.2240.09 1.814+0.12 | 1762+9 2.35+0.16 1.06+0.08
m | 1770£11 2.33£0.02 | 1741+12 1.27+0.08 1.81+0.11 | 17778 2.4440.16 1.06+0.09
K™t 286+4 2.42+0.06 286+4 0.02£3.57 2.424+0.25 | 2944+6 1.59+1.81 1.48+0.54
K~ 24243 2.124+0.04 239+2 1.19+0.13 1.60+0.21 | 243+2 2.24+0.26 0.96+0.16

Tab. 6.2: Total yield estimation and fit parameters. Errors are statistical.

difference at most is noticed for pion (kaon) yields. Note that there was no requirement that
dN/dy should be zero at the beam rapidity. Moreover, the integrals have been calculated
from y = —oo to +oc. Restricting integrals to the range |y| < 5.36 (beam rapidity) reduces
yields by at most 2%. Errors remain unaffected. Note also that fitting measured data points
or measured + reflected data points does not significantly affect the results (less than 2%).

6.3.3 Particle Ratios

From particle yields, ratios are derived where rapidity intervals are common between kaons
and pions. The rapidity dependence of ratios quantifies differences and similarities of particle
sources (see discussion in Chap. 7).

Like—particle Ratios

Figure 6.11 shows like particle ratios as a function of rapidity. These ratios are defined as
dN/dy(—) /dN/dy(+). The dashed lines represent ratios between the fit functions obtained
in the previous section. As can be seen, the pion ratio is consistent with unity along the
covered rapidity range. The fits hint toward a slight increase with rapidity, which would not
be surprising because of isospin conservation (see Chap. 7). The kaon ratio behaves differently.
While the ratio is constant from mid rapidity to y & 1.1 and amounts to ~ 0.94, a drop occurs
around y ~ 2, described by the last two fits. The kaon ratio decreases down to ~ 0.6 at the
highest rapidity (y = 3.3). Such a behavior is discussed in Chap. 7.
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Fig. 6.11: Like particle ratios as a function of rapidity. The dashed lines are ratios between
fits obtained in the previous section. The solid line is to mark the difference with unity.
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Kaon to Pion Ratio

The kaon to pion ratio is shown in Fig. 6.12 as a function of rapidity. At y ~ 2 and y ~ 3.3,
kaon and pion rapidity intervals slightly differ. Therefore, an interpolation has been made
between the kaon points in order to calculate a value at y = 2.2, where pion data exists, and
between the pion points so as to compare with the kaon rapidity density at y = 3.3. Both
positive and negative ratios show the mid rapidity plateau structure already seen in the like
particle ratios. In this region, they amount to ~ 0.156 and 0.147 respectively. As the rapidity
increases, the positive ratio remains constant within the statistical errors although dN/dy fit
ratios tend to increase at y = 2 up to ~ 0.17 whereas the negative ratio drops significantly and
reaches ~ 0.10 at y = 3.3. In Chap. 7 is detailed a comparison with lower energy experiments.
The statistical model “predictions” at \/syny = 200GeV are also discussed, together with
calculations from parton cascade models.

6.4 Systematic Errors

Ideally, a detailed Monte—Carlo study of all steps (from PID to final spectra) would give an
estimation of the final systematic errors. Since it could not be achieved due to lack of time,
systematic errors are evaluated from the data. Following reference [30], the errors are divided
into two categories:

— Error introduced by fitting spectra and extrapolating yields,
— Error on the normalization of settings measuring the same phase—space.

6.4.1 Error from Fit
The stability of the fit has been studied by:

— varying the fit range (increased lower limit by 1 bin and decreased upper limit by 1 bin,
alternatively),

— varying the pr bin size,

— removing edge bins from the rapidity interval (alternatively),

— fitting with other fit functions that could describe the spectra (sum of exponentials for pions
and exponential in pp for kaons).

The average systematic error introduced by the fit is then estimated as
o= | > (r - 3;)? (6.12)
i

where z; is the extrapolated dN/dy after variation ¢ and x is the original result. Results are
listed in Tab. 6.3.

y |—0.05 0.06 050 070 090 110 130 220 250 3.05 3.15 325 335 3.53

™ 1.2% 09% 11% 14% 09% 08% 1.7% 28% 38% 43% 42% 3.0% 48% 3.1%
1.5% 1.5% 09% 12% 09% 0.5% 15% 3.4% 29% 2.6% 6.5% 3.4% 3.9% 3.4%

T

Tab. 6.3: Estimated systematic errors of pion fits. The high rapidity data are more sensitive
to small variations (see text).
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Fig. 6.13: Comparison between exponential in pr and mr fits on kaon data (MRS data).

As can be seen from Tab. 6.3, the errors on the FS data are systematically larger than the
MRS errors. This is due to the better low pr coverage of the MRS, which constrains the fits
more effectively. Kaon fitting systematic errors are shown in Tab. 6.4.

y |—0.05 0.05 050 0.70 090 1.10 2.10 2.30(240) 295 3.05 315 3.3

K- |16% 1.0% 08% 04% 03% 0.5% 3.0% 4.0% 4.0% 53% 24% 5.6%
Kt 1 25% 29% 08% 05% 1.7% 14% 4.8% 5.6% 3.3% 4.8% 5.3% 4.4%

Tab. 6.4: Estimated systematic errors of kaon fits.

The errors on kaon data tabulated in Tab. 6.4 are evaluated without taking into account the
yield estimation from exponential in py fits. These errors are increased by a factor ranging
between 2 and 4 (rapidity dependent) when this fit is included in Eq. 6.12. Figure 6.13 shows
the ratio between data and fits, and the difference in yield extrapolation at low pr. In the
MRS, the low pr coverage allows to disregard the pr fit. This is not obvious for high rapidity
data where the lowest pr bin is often too high to rule out the exponential in py but the
relatively smooth dependence of the slope parameter with rapidity (Fig. 6.7) gives confidence
that the exponential in my is a better choice and therefore that the yield extrapolation from
a pure exponential in py fit can be excluded from the error estimation.

6.4.2 Error From Discrepancies between Data Sets

Particle spectra are often obtained by the combination of several data sets that cover the
same phase-space or so. In order to evaluate the systematic error introduced by discrepancies
between data sets, spectra are constructed for each of them within the common acceptance.
Yields are then calculated by counting particles in the overlapping region. This leads to dif-
ferent measurements of the same quantity dN/dy|s ... A weighted average over the individual
measurements and corresponding x? are derived:

dN s X AN/dyls ace
dU acc Zs Ws
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with weight w, defined as wy = 1/0, so that large statistical errors carry less weight, and

2 Yacc *dN d s,acc 2
Z(( ) /dyls.acc)

- 2
O

(6.14)

Xmeasured —
s

The number of degrees of freedom is equal to Ny — 1. When X2, ./Nyy > 1, the
statistical errors are not enough to explain the difference between settings. A systematic
error that scales with the statistical error is added so that the reduced x? in the considered
phase—space region becomes 1. It reads:

2 . 2
X2=Z(<Y+>7YS+) +Z(<Y ) —Y,) (6.15)
T e T ()
where Y () is the positive (negative) pion or kaon dN/dy. This equation is used for the
MRS data sets where both charge signs are detected in each setting. For FS data sets, only
negative or positive particles are considered in the modified y2. Requiring that XQ/Ndof =1
determines the scale factor a. The systematic error is then 0 = «a X 044. The resulting
systematic error depends on the yield in the covered range, i.e. it scales with the yield. The
total systematic error originating from data set comparison is therefore scaled with the total
yield of the corresponding rapidity interval as follows

dN / AYtor )

tot 6.16
ANy oer (6.16)

Oscaled = @ Ostat (

(although the total yield only gives a rough scale factor due to error on the extrapolation that
led to it). The total systematic error is then defined as o7 ., = 0% + 02,414, assuming that
errors from fitting and from combining data sets are independent. Note that only a limited
pr range at each rapidity interval is common to FS data sets, which do not include the most
populated bins (low pr). Therefore, the assumption is that the scaling is valid for the whole
range. In Tab. 6.5 and 6.6 are listed the relevant quantities that lead to the final systematic

errors.

6.4.3 Other Sources of Systematic Errors

Some sources of systematic errors do not depend on rapidity, like errors introduced by track
matching in the magnets, PID procedures, or efficiency estimations. For example, the tracking
efficiency estimated by the track embedding and reference track methods discussed in Sec. 5.4.1
disagree by up to 10% in the FS. Another main source of systematic error is the particle
yield extrapolation at low pr. In order to verify the behavior of the fit functions, transverse
momentum spectra calculated by the event generator HIJING [10] have been fitted with the
three test functions within pr ranges corresponding to the experimental acceptance. HIJING
spectra are not a priori described by these functions. The extrapolated yields have been
compared with yields calculated by HIJING. The difference found are not significant (in the
order of 1%) for the fit functions chosen in this analysis.
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Rapidity pr range [GeV/c] dN/dygsc. weighted XQ/Ndof a  Oscaled | (AN/dyior)

T 0.05 0.7 1.9 64.2 +£ 1.8 53.6 / 11 31 8.4%
T ' 0.7-1.8 63.3 14 50.3 / 11 ’ 6.8%
s 0.05 0.7-2.0 64.2 + 1.1 352 /9 3.0 4.9%
T ) 0.7 1.7 62.0 £ 2.4 44.0 /9 ) 11.8%
s 0.50 0.3 1.6 197.0 + 2.2 62.6 / 3 6.1 6.9%
T ) 0.3-1.7 201.7 £ 2.5 14.4 /3 7.8%
s 0.70 0.5 1.5 93.3 £ 1.6 14.6 / 6 9.9 3.9%
T ) 0.5 1.5 92.9 + 1.6 14.8 / 6 ) 3.7%
T 0.90 0.8-1.3 354+ 1.3 61.2 /9 3.9 14.7%
T ) 0.8 1.3 35.3 £ 1.2 689 /9 13.3%
s 1.10 0.5 1.1 87.8 £ 1.3 117.1 /9 57 8.7%
T ) 0.5-1.0 88.8 £ 1.4 1476 /9 ) 8.9%
1.30 0.2-1.1 177.9 £ 2.3 1472 / 4 3.9 11.7%
) 04 1.1 101.9 £ 1.4 919 /4 ) 12.7%
9290 0.8 1.2 17.4 £ 0.6 76.6 /4 4.2 15.3%
’ 0.8-1.2 16.5 £ 0.4 514 /4 34 9.6%

250 0.5 0.9 39.0 £ 1.3 21/2 <1 3.1% (0stat)
) 0.5 0.9 36.9 +£ 0.5 165.1 /3 7.35 10.4%
3.05 1.0 1.5 54 £+ 0.3 11.8 /2 22 13.8%

’ 1.0-1.6 6.1 £ 1.1 1.2/2 <1 17.8% (0stat)
3.15 1.0 1.6 4.1 £ 0.2 11.1 /2 21 11.5%
) 0.7 1.8 3.9 + 0.2 10.7 /2 21 13.7%
3.95 0.7-1.2 176 £ 04 3.0 /1 5.5 13.9%
0.7 1.2 18.1 = 0.4 81.8 /1 9.0 21.4%
3.35 0.7 1.1 14.1 £ 0.5 23.7/2 33 11.6%
) 0.7-1.1 14.9 £ 0.5 30.7 /2 38 12.3%
353 0.4-0.7 20.9 + 0.6 6.4/1 23 6.6%
) 04 0.7 22.1 + 1.2 99 /1 3.0 15.6%

Tab. 6.5: Estimated systematic error from pion data set comparison.
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Rapidity 7 FANge AN (weishted) X*/Naog @ griaet

[GeV/c] dyace
K+ 0.05 0.8 1.6 159 £ 1.1 27.3 /10 1.3 9.4%
K~ ' 0.7-1.7 16.1 + 0.8 84 /10 <1 5.0% (0star)
K+ 0.05 0.7 1.7 19.7 £ 0.7 45.3 / 8 2.2 7.6%
K~ ' 0.7-1.5 18.5 + 0.7 62/8 <1 3.8% (0star)
K* 0.50 0.5-1.5 28.7 £ 0.9 25 /3 <1 31%  (0star)
K~ ' 0.5-1.5 272+ 0.9 09/3 <1 3.3%  (0star)
K* 0.70 0.8-1.1 7.9 £ 0.6 1.7/6 <1 7.6% (0star)
K~ ' 0.8-1.1 7.2+ 0.6 136 /6 1.2 10.3%
K+ 0.90 0.6-1.3 19.1 £ 0.5 59 /7 <1 2.6% (0star)
K~ ' 0.6-1.2 16.9 £ 0.6 85 /7 1.0 3.5%
K+ 1.10 0.6-1.1 14.8 + 0.6 173 / 4 3.0 12.6%
K~ ' 0.6-1.1 14.0 + 0.5 233 /4 ' 10.9%
K+ 210 0.8-1.6 10.0 £ 1.1 <1l <1 11.8%  (0star)
K~ ' 0.8-1.5 5.9 +£0.3 03/1 <1 52%  (0star)
K+ 2.40 0.5-0.9 11.3 + 0.5 1.7/1 <1 4.4%  (Ostat)
K~ 230 04-0.8 1194+ 04 208 /2 3.1 11.2%
K+ 205 1.0-2.0 2.7+ 0.2 38/1 1.7 12.1%
K~ ' 1.0-1.7 21 +0.3 <1l <1 16.8%  (0star)
K+ 305 0.7-1.8 6.8 +£ 0.3 229 /1 4.7 20.8%
K~ ' 0.7-1.6 5.0 £ 0.2 134 /1 35 18.0%
K+ 315 0.7-1.3 5.7+ 0.2 101 /2 2.0 9.2%
K~ ' 0.7 1.3 4.0 £ 0.2 2.1 / 2 <1 4.9% (O'stmg)

Tab. 6.6: Estimated systematic error from kaon data set comparison. The multiplicity at the
highest rapidity interval (y = 3.3) has been obtained with only one data set. The systematic
error is set to 20%.
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y interval fit range dN/dy (pr)s; (MeV/c)  x?/Naot (dN/dy)E??;;g;g (dN/dy)girange Fraction
3025 £ 4.3 4551 £ 3.7 277/ 15 229.6 227.6 75.9%
010y <000 02<pr<20 9094444 4553+41 205/ 15 226.7 227.1 75.7%
3066 £ 48 4500 £ 42  15.7 / 15 229.4 220.1 74.8%
00 <y <0. 2<pr<2.
000y <010 02<pr=20 09514 67 4539439 254/ 15 924.4 221.3 75.7%
2978 £ 3.7 4487 £ 4.0 147/ 14 266.8 271.0 89.5%
40 < y < 0. 1<pr<l1.
040y <060 0l<spr<18 45,3438 4523+41 263/ 14 268.1 273.5 89.2%
060 <v<0gy OLS<pr<L7 2004+28 4462+38 13.7/13 257.9 263.8 88.9%
USYSUO 02 <pr <16 2880424 4497 £3.6 9.6 /12 249.8 262.0 86.7%
288.6 £ 2.0 4380 £ 26  12.8 / 10 213.5 213.5 74.0%
80 <y < 1. 2<pr<l.
080 <y <100 02<spr<15 o001 401 4361 +27 123/ 10 215.7 215.7 73.6%
00 <w<ig0 OLSpr<13 2M3+31 4LOE£56  17.9/9 246.8 244.6 90.4%
SV 02<pr <13 2720 £ 2.7 4314 £ 4.2 45/ 8 198.4 198.2 72.9%
256.6 £ 1.8 418.1 £ 3.8 203 /7 2242 226.4 87.4%
20 <y < 1. 1<pr<l1.
120y <140 0Lspr<Il o507 191 4205 + 34 16.2 / 7 995.6 929.5 86.9%
010 < v <930 02S<pr<24 198235 4BI+54 405/ 19 151.5 150.2 77.4%
TUSYSSN 02 <pr <23 2045 £29 4232+ 100  48.6 / 18 149.4 151.0 73.0%
40 <u<og 03Spr<2l 167233 4195:64 305/ 15 97.0 97.4 57.3%
Y= 04<pr <19 1772449 4054 £ 7.2 24.3 /12 75.8 74.6 42.6%
500 <v<3qg 03S<pr<20 1200+27 4193+54 217/16 73.4 734 56.9%
ESYEST 08 <pr<21 1311441 4054 +£7.2 111/ 15 71.0 71.3 54.2%
120.0 £ 4.0 4257 £ 105 172/ 9 50.7 51.0 12.2%
10<y<3. 4 <pp<l.
3=y <320 0dsprs16 1593 196 4156+ 59 14.2 /9 51.5 51.7 42.1%
1104 + 1.2 4325 £ 6.1 443 /7 83.7 81.4 75.9%
20 < y < 3. 2<pr<12
320 <y<330 02<pr< 1175 £ 1.6 432.1 £ 5.5 60.0 / 7 87.4 86.7 74.4%
930 <p <340 02Spr<15 965:19 4086+107 263/10 70.2 1.1 72.1%
VSV g2<pr<16 9804+ 1.6 4105 +£4.9 509 /11 76.6 2.7 78.1%
916 £ 2.6 4081 & 10.7  14.1/5 49.0 49.0 51.8%
40 < y < 3. 3<pr<1l
340 sy <366 03 <pr< 947 + 1.6 3993 £45 463 /5 50.9 50.3 53.7%

1JU

Tab. 6.7: Results of the power law fits to pion spectra for the top 5% central events. The errors are statistical. The last three columns
list the yields calculated from the data within the fit range, the yield estimated from the fit within the fit range and the fraction of the
counted yield to the total yield, i.e. the coverage of the setting.



y interval fit range dN/dy Tor (MeV)  (pr)g, MeV/c)  x?/Naot (dN/ dy)%if;f;g (dN/ dy)ggrange Fraction
K+ 476 £ 0.9 2952 £ 40 7098 £ 108  17.7 / 16 41.2 430 86.5%
k- 00sys000 02<pr <2005 410 9953 + 46 710 £ 132 19.0 ; 16 37.8 38.9 87.8%
K+ 468 = 1.3 2965 + 55 7124 + 155 22.7 / 16 420 123 89.7%
k- V0Usys01002sprs200 0100 2931 +43 7059+ 116 187 ; 16 39.3 39.8 87.8%
K+ 46.7 £ 0.9 288.7 £49 6975 £ 142 11.4 /15 44.3 44.6 94.7%
g 0A0sysO060 0lspr<I8 008 2807 +48 6820+ 142 206 ; 15 42.8 42.4 96.5%
KT . _ogo U3Spr<16 456+05 301344 7272+ 126 244 /11 35.9 35.9 78.6%
K- PUSYSUO 01 <pp <17 441406 2848 +43 6868+ 11.6 9.0/ 14 41.3 1.7 94.0%
K v <oy 02<pr<Ll5 444£06 305353 782x108 174/11 38.1 38.0 85.7%
K- USYSEY S 02<pr <14 421405 2881+46 6964 +96 4.9/ 10 35.1 35.5 83.3%
KT . <190 U3<pr<13 428+08 281.8+82 6838= 144 61/8 30.7 31.4 L%
K- UESYSSY D 03<pr <12 406 +£08 305.0 £11.1 7287 +£226 28/ 7 27.7 28.2 68.1%
KT ) <u <990 0bS<pr<L7 33329 2708+ 158 6665382 10.9/10 19.1 18.8 57.4%
K- VSV SS 02<pr <16 2024101 2616 £95 6454 +£243  10.7 /12 25.0 25.6 85.6%
KT  230<y<250 06<pr<13 276+ 12 2632 %207 6458 £37.4 24/5 11.4 10.9 41.3%
K- 220<y<240 04<pp<12 246+11 259.2+18.7 6409 +£462 9.6 /6 14.4 14.6 58.6%
KT 0 cv <500 08<pr<2l 28722 24151001 6068392 7.3/ 11 6.0 5.9 25.3%
K- TSV g7 <pr<21 180405 2271463 5TT.0£328 1.6/ 12 5.3 5.4 29.7%
KT . a1 O7<pr<2l 22218 24L0% 114 6089 £326 338/ 12 77 7.3 34.7%
K- TEYSST 06<pr <18 164+1.0 231.0+95 5785 +228 233/ 10 6.5 6.6 39.6%
KT . 590 06<pr<19 20110 233276 5909207 148/11 7.9 8.1 39.6%
K- USYSS 06 <pr <18 153408 2192470  563.8+£193 127/ 10 5.8 5.8 37.6%
K <aa 0B<pr<17 181£06 24591 6135 + 16.7  20.3 / 10 10.0 9.6 55.0%
K- VSV 04<pp <17 114404 2285476 58184163 9.2/ 11 7.3 7.2 64.2%

Tab. 6.8: Results of the mpr—exponential fits to kaon spectra for the top 5% central events. The errors are statistical.
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Chapter 7

Discussion

Energy systematics of kaon and pion production are presented and reveal a remarkable conti-
nuity from SPS to RHIC. The rapidity dependence of kaon and pion observables are compared
to HIJING and AMPT predictions. Finally, the statistical models are investigated and reveal
a very good agreement with the data.

7.1 Energy systematics

The results presented in the previous chapter are compared with lower energy data from SIS
(v/Snn ~ 1GeV) to RHIC. This follows the discussion introduced in Sec. 2.3.

7.1.1 Pions

Figure 7.1 shows the rapidity distribution of 7= ( (7" rapidity distributions from SPS are
not available). The overall multiplicity increases with increasing incident energy while the
shape of the distribution does not show a drastic change and scales with the beam rapidity.
In Tab. 7.1 are listed the fit parameters from the Gaussian sum (as discussed in the previous
chapter) applied to all 7~ distributions. As can be seen, the mean g is shifted toward higher

vV SNN (Gev) ‘ Ybeam (CM) Yo Uy
1.9 0.46 0.44 £+ 0.16 0.62 £+ 0.19
2.3 0.75 0.06 + 2.18 0.64 + 0.21
3.0 1.08 0.37 = 0.10 0.65 =+ 0.09
3.6 1.28 0.06 =+ 1.44 0.81 £ 0.12
4.1 1.42 0.04 £ 0.75 0.85 + 0.04
8.8 2.22 0.67 + 0.01 0.87 £+ 0.01
12.2 2.57 0.76 + 0.01 0.97 £+ 0.01
17.3 2.91 0.72 £ 0.02 1.18 £+ 0.02
200 5.36 1.27 + 0.08 1.81 £ 0.11

Tab. 7.1: Gaussian sum fit parameters on 7~ rapidity distributions from SIS to RHIC energies

(the fit is not always adequate on low energy data).

rapidities and the width o, is significantly broader at RHIC than at all lower energies.

153
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L e thiswork 200 GeV
300 - ' = NA4917.3 GeV (SPS)
L 0%-5% centrality = NA49 122 GeV (SPS)
i = NA498.8 GeV (SPS)
250+ A E895 4.1 GeV (AGS)
i A E895 3.6GeV (AGS)
- A E895 3.0GeV (AGS)
2000 A E895 2.3GeV (AGS)
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RHIC SPS AGS Y AGS SPS RHIC

Fig. 7.1: Pion rapidity density as a function of rapidity and /sy from SIS to the top RHIC
energies. The NA49 data are taken from [42], the AGS data from [43, 44] and the SIS data
from [45, 46].

Figure 7.2 shows the positive and negative pion mid rapidity and 47 multiplicities (top
panel) and ratios (bottom panel) as a function of \/syy. Both 7= and 7" multiplicities,
whether total or only at mid-rapidity, show a systematic increase with \/syx but the in-
crease from SPS to RHIC is less pronounced than from SIS to the top SPS energy. The ratio
N(m 7 )ruic/N(m)sps is ~ 2.8 (also for %) while the ratio N(7~)sps/N (7" )sss is ~ 46 (95
for 7%). At mid rapidity, these ratios are 1.7 (1.8) and 37.3 (70.8). Another noticeable feature
is the increasing ratio N*/(dN*/dy),—. It shows that the total multiplicity of positive and
negative pions is less and less dominated by the mid—rapidity multiplicity. It points to the fact,
together with parameters of Tab. 7.1, that the shape of the mid-rapidity region flattens more
and more and tends to the Bjorken picture [11] where yields are boost invariant over a few
units of rapidity. At the same time, the 7~ /7 ratio decreases from ~ 1.9 at \/syny = 1.9 GeV
to ~ 1.0 at /syny = 200GeV, with the same magnitude at mid rapidity and over the full
rapidity range. This leads to the conclusion that uz and dd quark pairs are produced in equal
amount at RHIC (string break—up) in contrast with low energy data, where it has been shown
that pion production is dominated by the A(1232) resonance decay [46] and charge exchange
reaction NN — NN7. Indeed, at \/syy S 2GeV, the ratio 7~ /7 ratio can be deduced by
studying the isospin branching ratios of these production modes [43, 115]:

v S
nn 5) 1 0
PP 0 1 5)
np=pn 1 4 1

The branching ratios go like the absolute square of the scattering amplitudes, which are
determined by the Clebsch-Gordan coefficients for the corresponding isospin combinations
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Fig. 7.2: Energy systematic of positive and negative pion multiplicities and ratios. Solid lines
are drawn to guide the eye. The errors are systematic.

(I, = |1 > and Iy = |1/2 >). Since the measured ratios are inclusive, they include all
processes, be they NN — NN or from nucleonic resonance decays such as A(Ix = [3/2 >)
or N*(In+ = |1/2 >). In Au+Au, there are 2 x 118 neutrons and 2 x 79 protons. In the
most central collisions, assuming that all nucleons participate, there are a maximum of 1182,
792 and 2 x 118 x 79 nn, pp and pn collisions respectively that could to the production of
pions. By summing these production ratios weighted according to the pion branching ratios,
the charged pions are expected to be produced in the ratio

(N;-) SN*4+NZ

~ —1.95 7.1
(N,+) 522+ NZ (7.1)

which is the measured value at SIS. The decreasing of this ratio quantifies the increasing role
of pair production.
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7.1.2 Kaons
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Do kaons exhibit the same features as pions 7 It has already been noticed in the previous
chapter how K* and K~ rapidity distributions and ratio are strongly rapidity dependent.
This is explained by the net proton evolution with rapidity. Figure 7.3 is a compilation of
rapidity density distributions of K+ and K~ at different \/syy.

50

[| 0%-5% centrality

40

10

RHIC SPS AGS y AGS SPS

Fig. 7.3: Kaon rapidity density as a function

thiswork 200 GeV
NA49 17.3 GeV
NA49 12.2 GeV

NAA49 8.8 GeV

E917/E866 10.8 GeV
E917/E866 8 GeV
E917/E866 6 GeV

RHIC RHIC

SPS AGS y AGS SPS

0%-5% centrality |]

40

10

RHIC

of rapidity and /syny. The NA49 data are

taken from [42], the AGS data from [47, 48, 49]. The very low multiplicities are not drawn for

clarity.

De visu, the relative difference between K+ and K~ multiplicities at Vsvn = 200GeV is
not as pronounced as with lower energy data. For the latter, the negative kaon distributions
are much lower than the positive distributions even at SPS energies. The single Gaussian fit
parameters of the distributions are listed in Tab. 7.2. Note that in reference [42] (NA49), the
fit function is the Gaussian sum as defined in Chap. 6. The choice of the single Gaussian fit
used here is for qualitative comparison since the AGS data are not well described by the NA49

fit function.

\/m (GPV) ybeam(CM) ‘

2.3
3.0
3.6
4.1
4.7
8.8
12.2
17.3
200

0.75
1.08
1.28
1.42
1.57
2.22
2.57
291
5.36

oy(K™) oy(K)
0.82 £ 0.04 below production threshold
0.95 + 0.03 0.74 £ 0.02
0.96 + 0.03 0.74 £ 0.03
0.97 + 0.05 0.75 £ 0.04
0.96 + 0.06 0.71 £ 0.04
1.15 £+ 0.03 0.91 £ 0.02
1.28 + 0.03 1.13 + 0.03
1.51 4+ 0.04 1.26 £+ 0.03
2.40 £+ 0.04 2.12 £ 0.02

Tab. 7.2: Distribution width from single Gaussian fit on kaon rapidity distributions from

AGS to RHIC energies.
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Like for pions, the width increases with increasing /syn but only at energies above the AGS
energy range. Figure 7.4 shows the dependence of the width of the kaon multiplicity distri-
butions with the beam rapidity in the center of mass frame. There is no significant width

25 | m K’ data(AGStoRHIC) .
- | O K data(AGStoRHIC) -
L Linear fit (L57 <y < 5.36) 4 e =
B . DT L
S Constant fit (y < 1.57) Q07 - d
[ o 7 BRAHMS
¥ i Lot et
zZ - i
O  15F .. . %%p;o&‘“
- . - @0‘
i PPl n e o¥
[ AGS e B
L et
L SPS
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0.5_IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
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y

Fig. 7.4: Width of kaon rapidity distribution as a function of beam rapidity (in the center of
mass frame) for the top 5% central collisions. Widths are obtained from a Gaussian fit, errors
are statistical.

increase in the AGS energy domain but then, a sharp and linear increase occurs from the top
AGS energy to RHIC energy. A linear fit have been performed within this particular range
(red dashed lines). The slope of the linear fit is similar for K and K, and amounts to ~ 0.4.
The picture emerging is that of a system with increasing longitudinal flow, a more and more
elongated fireball along the beam axis with increasing transparency. It is indeed observed
that the maximum stopping measured in central Au+Au collisions is achieved at the top AGS
energy (see [30] and references therein). By studying the net charge N(K*) — N(K—), the
correlation between net kaons and net baryons is even more remarkable, as can be seen in
Fig. 7.5, directly comparable to Fig. 1.17 of Sec. 1.4.2. Note that the BRAHMS kaon data
presented here do not cover the full fragmentation region, the spectrometer acceptance ceases
just before this region. The other main noticeable thing is the relatively low net charge at
the top RHIC energy in comparison with the lower energy data, although kaon multiplicities
are much higher at \/syy = 200 GeV.

The elongation along the longitudinal direction, occurring from the top AGS energy, is seen
in the transverse activity of kaons, already mentioned in Sec. 2.3 and illustrated Fig. 2.7. In
Fig. 7.6 is summarized the slope information with the addition of the measured inverse slope
at \/snyn = 200 GeV. On the left panel, data points are plotted on a logarithmic energy scale.
Indeed, a plateau structure is visible in the SPS energy range, as reported in [52]. But the
right panel of this figure shows the data points plotted on a linear energy scale. It is clear
that the discussion on the plateau structure ([52]) requires more data at energies intermediate
between SPS and RHIC. The other important thing to notice is the sharp change in the
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Fig. 7.6: Inverse slope parameter extracted from an exponential in my fit on kaon spectra
as a function of \/syy. SIS data are taken from [50, 51], AGS data from [48, 47|, SPS data
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slope increase around the energy between AGS and SPS. It supports the statement about the
strength of the longitudinal flow taking over the transverse expansion. The question is: why
does it happen so sharply? Since pions cannot be fitted to a single exponential in my, such
an analysis is not straightforward. However, one could investigate mean transverse momenta
(pr), as a function of \/syy. An alternative slope measurement of the singly strange baryon
A at mid-rapidity [117] is shown in Fig. 7.7 as a function of log/syny. The systematic
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Fig. 7.7: Inverse slope parameter extracted from an exponential in m fit on A spectra as a
function of \/syn (figure from [117]).

consists of a steady increase from AGS energies (but with large errors) to RHIC, no plateau
is visible.

Multiplicities and Ratios

Multiplicities and ratios are correlated to /syy in Figure 7.8. Like for pions, the big dis-
crepancies seen at low energy between K and K~ tend to disappear as \/syy approaches
the RHIC top energy. The energy systematic between the AGS and SPS energy domains is
somewhat a turning point in the reaction dynamics, as has been already noticed from Fig. 7.4.
It is also visible in the multiplicities (47 and at mid-rapidity). The ratios (K) / (dN/dy),—o
also show (together with pion ratios) that the source is more and more elongated as /sy
increases.

7.1.3 Kaons versus Pions

In this section, the study of kaons w.r.t. pions, started in Chap. 2 is carried along. Here is
reviewed the energy dependence of the correlation between kaon and pion multiplicities. As
was mentioned in Chap. 2, kaons carry a large fraction of the produced strangeness and differ
from pions in that respect.
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Multiplicity Correlation

Figure 7.9 shows the kaon multiplicities Ng++ Ng- as a function of N;++ N,-. The BRAHMS
data points correspond to the different rapidity intervals covered in this analysis. The data
point at the topmost pion multiplicities represents the extrapolated 4m multiplicities and
ratio. There is a remarkable linearity between the BRAHMS data points. A linear fit gives
Ng+y k- x 0.16 Np+ -, with a confidence level x*/Ny,; = 10.2/10. The SPS data can also be
described by a linear function. A fit gives N = 0.12N,; + 3.90. The AGS data points cannot
be described this way since connecting mid-rapidity data to 47 data does not lead to a linear
correlation. It is also interesting to note that high rapidity regions in Au+Au collisions at
v snn = 200 GeV recover the mid rapidity physics of Pb+Pb collisions at low SPS energies.
This is supported by the kaon inverse slope parameters, in the order of ~ 230 MeV in both
cases. The conclusion is that there is a total charged kaon multiplicity enhancement from
SPS to RHIC, relative to charged pion multiplicity. However, saying that it is a strangeness
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panel is a linear fit on the BRAHMS data. In the bottom panel, the fit is divided by the pion
multiplicity. Solid lines are drawn to guide the eye. Errors are statistical

enhancement needs a study of neutral kaon, pion' and strange baryon production.

Charged Kaon to Pion Ratios

The other relevant correlation is the signed kaon to pion multiplicity ratios. Both are mesons,
pions are the lightest non strange hadrons while kaons are the lightest strange hadrons and
carry a good fraction of the strangeness produced during collisions. The ratio between the mul-
tiplicities of these particles therefore characterizes strangeness production w.r.t. non strange
light quarks. Figure 7.10 shows the kaon to pion ratios obtained from mid-rapidity multi-
plicities. The ratios obtained at \/syy = 200 GeV from the present analysis show how they
converge toward the same value (~ 15%). The measured values are 15.5% + 0.3% (stat) and
14%.6 + 0.3% (stat) respectively. Do full multiplicity ratios follow this trend? In Fig. 7.11 are

'From isospin consideration, K2 (7°) total multiplicities can be taken as the average between charged kaons
(pions).
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plotted the 47 ratios, after the estimates of the total multiplicities. The positive ratio sharply
rises within the AGS energy domain up to ~ 20% here too but remains remarkably constant
at 16.6% from the top SPS energy to RHIC. This is partly due to the contributions of non
mid rapidity kaon multiplicities which cannot only be accounted for direct pair production
(cf. Fig. 6.12). The negative ratio is comparable with the ratio restricted to mid rapidity but
is still somewhat lower than the latter, even at /syy = 200 GeV where it amounts to 13.4%
+ 0.1% (stat), again because of high rapidity effects like K~ absorption (higher net—baryon
than at y = 0).

7.2 Model Comparison

The models chosen for comparison are HIJING, AMPT and two versions of the statistical
model (the hadron gas model and the statistical model of the early stage), introduced in
Chap. 2.

7.2.1 Microscopic Models

The event generators HIJING and AMPT have been used to simulate the most central Au+Au
collisions at \/syy = 200 GeV. The centrality determination is achieved by requiring an im-
pact parameter lower than 3.1fm. This value comes from a cut on the total distribution of
the impact parameter (5% of the distribution)?. Since hyperons can contribute to pion and
kaon multiplicities, two simulations, with and without hyperon decay, have been performed
with HIJING, but AMPT calculations are without weak decay®. Quantum number conserva-
tion has been checked. It is found that the total energy, total electrical charge and baryonic
numbers are conserved. However, from the calculations without weak decay, it has been found
that total strangeness is conserved in AMPT but not in HIJING. The deviation from zero
strangeness is shown in Fig. 7.12. The comparison between HIJING and experimental data

100
I HIJNG v. 1.383 -
= =14+14
o Top 5% central events F | S
3 F 60
50 I
Q 3
g S
OF 0 I~
3 Y
& 2
po O L
7 [
= -50F 20
1 I
|_
I B R B Ol L P B I I T
0 500 1000 1500 2000 -80 60 -40 -20 0O 20 40 60 80 100
Number of strange particle per event Total strangeness per event

Fig. 7.12: Strangeness is not conserved in HIJING. In the left panel is shown the total
strangeness versus the number of strange particle per event. In the right panel is shown the
projection onto the total strangeness axis. The mean total strangeness found is 14 + 14.

2Cutting on the charged particle multiplicity distribution does not affect the results.
3The calculated data were kindly provided by the authors since the code is not yet available.
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suffers from this error. The authors of this model suspect a weak decay leak even when weak
decay is switched off.

Rapidity distributions

Figure 7.13 shows the rapidity density distributions of charged kaons and pions predicted
by HIJING and AMPT, together with the experimental data of this analysis. Overall, the

--- HIJING no decay
— HIJING w. decay
' G| AMPT no decay [ -
e data Aut+Au 200 GeV|

350

30

dN/dy

20

10

<
_I||IIIIIII||IIIIIIIII|||II|||I|||_|IIIIIIIIIIIIIIIIIIIIIII

Fig. 7.13: Charged pion and kaon distribution calculated by HIJING and AMPT for the top
5% central collisions. The dashed histograms represent the simulation with weak decay. The
markers represent the data. Errors are statistical.

event generators do not reproduce the rapidity distributions. Pions are overestimated by both
AMPT and HIJING while kaons are underestimated by HIJING and overestimated by AMPT.
The high rapidity data (2 < y < 4) are reasonably reproduced by HIJING except for K.
AMPT predicts distributions systematically too broad. At mid-rapidity, HIJING and AMPT
do not reproduce the data for all charged mesons, with or without weak decay. The dis-
agreement seen for high rapidity K can be explained by the absence of rescattering between
hadrons in the model (no associated production resulting from multiple NN interactions).
However, AMPT which does contain hadronic rescattering, slightly over-predicts the K™ mul-
tiplicities at |y| > 3. At mid-rapidity, the plateau (pions) and even depletion (kaons) seen in
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Particle ID | | (N) Ty
HIJING no decay 1901 + 20 1.54 + 0.02
o+ HIJING weak decay | 2053 £ 20 1.53 + 0.02
AMPT no decay 2046 £ 20 1.56 £ 0.02
data 1733 + 13 1.81 + 0.12
HIJING no decay 1925 + 20 1.60 = 0.03
o HIJING weak decay | 2094 £+ 20 1.60 + 0.03
AMPT no decay 2050 £+ 20 1.57 + 0.02
data 1769 + 13 1.81 +0.11
HIJING no decay 229 £ 7 1.29 + 0.05
K+ HIJING weak decay | 224 + 7 1.29 £ 0.05
AMPT no decay 337 £ 8 1.31 + 0.03
data 286 + 4 2.40 + 0.04
HIJING no decay 214 £ 6 1.28 + 0.04
K- HIJING weak decay | 209 + 6 1.29 £ 0.04
AMPT no decay 325 £ 8 1.25 + 0.03
data 239 + 2 2.12 £ 0.02

Tab. 7.3: Comparison between HIJING and experimental data rapidity distributions. The
parameters are from a fit to the Gaussian sum.

the HIJING distributions are not experimentally measured. On the other hand, AMPT fails
also at describing the width of the distributions. In Tab. 7.3 are listed the widths of the ra-
pidity distributions after fits to a Gaussian sum (cf. Chap. 6). The widths estimated from fits
to HIJING and AMPT data are systematically narrower then the experimental widths. The
discrepancy with the data is more visible when looking at the ratio as a function of rapidity
(cf. Fig. 7.14). The 7 /7™ ratio is very well reproduced along the rapidity range covered by
the data despite the discrepancy in the absolute yields. The K~ /K™ is well described over
the rapidity range |y| < 2 but fails at higher rapidities: HIJING predicts an increase toward
unity while the data show a significant decrease, AMPT does predict a decrease but starting
at a higher rapidity (between 3 and 3.5). The kaon to pion ratios are not reproduced at all
except for the highest rapidity intervals of the negative ratio (AMPT). The conclusion is that
HIJING needs to include some rescattering between hadrons following partonic cascade while
AMPT has to decrease it.

Transverse Properties

HIJING and AMPT are compared to the mean pr data as a function of rapidity. The simu-
lated spectra have been constructed at the rapidity intervals used for the experimental mea-
surements. Figure 7.15 shows the comparison with the experimental data. As can be seen,
the mean transverse momentum from HIJING is systematically lower than the measured (p;)
at all rapidities. The same goes for AMPT but the latter shows a higher mean transverse
momentum than HIJING for kaons. The HIJING kaon (pion) values are ~ 35% (15%) lower
on average while AMPT values are 15% (10%) lower. This shows that these event generators
do not include collective transverse flow. However, the trend of the rapidity dependence is
reasonably reproduced, a mid rapidity plateau followed by a small decrease at high rapidities
(~ 20%). In conclusion, although HIJING and AMPT reasonably describe the proton data
of reference [30] and the overall charged particle multiplicity [100, 101], the charged meson
abundances are not well reproduced.
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Fig. 7.14: Charged pion and kaon ratios as a function rapidity calculated by HIJING and
AMPT for the top 5% central collisions. Data errors are statistical.
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7.2.2 Statistical Models

In this section are discussed the main “predictions” of the statistical model, although pre-
diction is not really the right word for the hadron gas model since it aims at fitting the
existing data in order to extract a common temperature identified as the chemical freeze out
temperature, and the baryo chemical potential up (cf. Sec. 2.4.1).

Hadron Gas Model

In the Boltzmann approximation, the rapidity distribution of particles emitted from a ther-
malized source of temperature T, at rest in the center of mass frame of the system is given by
the equation:

% = 2w A [m*T* + 2mT** 4 2T (7.2)
where T™ is the apparent temperature or inverse slope parameter of particle spectra and A a
normalization constant. In this case, T* = T/coshy. A quick inspection of Fig. 6.7 shows
that the rapidity dependence of T* is very small, i.e. T (static source) changes with rapidity,
in contradiction with a thermalized static source. Figure 7.16 shows the measured rapidity
distributions compared to the Boltzmann description, using the measured mid-rapidity 7™ as
the source temperature 7' (since cosh (0) = 1). The distributions are clearly not described by
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Fig. 7.16: Expected thermal rapidity distributions (Boltzmann
mid rapidity with a temperature equal to that measured at y = 0.

the Boltzmann approximation as expected. Nevertheless, a study on particle ratios conducted
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by BRAHMS [38] has shown that when correlated with the p/p ratio, the kaon ratio K~ /K™
at \/syy = 200GeV within the rapidity range covered, strikingly follows the calculated
correlation from the thermal model developed by Becattini et al [27], illustrated in Fig. 7.17.
The difference between the dashed line and the prediction from Becattini is the introduction

Hg (T=170MeV)

255 137 78 43 19 0
1.0— | | L
i = =
0.8~ F o
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Fig. 7.17: Kaon ratio versus proton ratio. The BRAHMS data points from Au+Au at
/Snvn = 200 GeV correspond to different rapidity interval. The dashed line is obtained by
quark counting. The solid line is a prediction from Becattini et al [27].

of a strangeness suppression factor in the latter, as mentioned in 2.4.1. The model curve is at
a constant temperature, here 7" = 170 MeV. The good agreement between the data and the
model suggests that the system looks chemically equilibrated with a common temperature,
although not as a thermalized source at rest at y = 0. Pion and kaon data presented here
can qualitatively support this statement. Indeed, from the effective temperatures plotted
in Fig. 6.7, one can check if there is a common temperature at each rapidity interval after
having removed the transverse flow contribution (T.r; ~ Ty, + m (B)° for m < 1GeV/c?).
The resulting temperature is by no means the chemical freeze—out temperature nor even the
kinetic freeze—out temperature, the latter would require a real blast—wave analysis (like e.g.
in [16]) including all particle species, but it would hint to a constancy of these temperatures
with rapidity. Figure 7.18 shows the effective temperatures of Fig. 6.7 as a function of mass for
each rapidity interval. By fitting the data points with a linear function and extrapolating the
latter to the zero mass axis, it can be seen that the resulting temperature is consistent with a
constant along the rapidity axis. This suggests that despite the strong dynamics (transverse
and longitudinal flows) and different particle production mechanisms, the system has probably
frozen out at the same time over almost 7 units of rapidity! Moreover, it suggests that the pion
and kaon rapidity distributions can be described by a sum of folded thermal distributions, as
proposed by Cleymans and Redlich in [118]. These authors propose to explain the observed
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Fig. 7.18: Effective temperatures versus mass and rapidity. From linear fits at each rapidity
interval, the extrapolated temperature at zero mass (no flow) is consistent with a constant as
a function of rapidity.

rapidity distribution as a superposition of “fireballs” along the rapidity axis:

0o Y dn?
n;, = / dy / dYpp P(YFB)d—Z(y — Yip) (7.3)
e v Y

where n; is the total multiplicity of particle specie i, n? the same restricted to the fireball F'B
at rapidity y. The integration over the fireballs depends on the distribution of fireballs p(Yrg)
along the rapidity axis. Since it is possible to interchange the integration limits, it follows that

Y
-Y

When fireballs have the same temperature, particle ratios n; /n; do not anymore depend on the
dynamics, which cancels out, but resemble that of a purely thermal Boltzmann distribution.
This might explain the success of the statistical model in reproducing the particle ratios and
47 multiplicities (in which case, the dynamics can be ignored). In reference [26] are given
predictions of particle ratios at \/syny = 200 GeV, assuming a temperature of 177 MeV and a
baryo—chemical potential g = 29 MeV. The charged meson ratios amount to 7~ /7 = 1.004,
K~ /K*™ =0.932 and K~ /7~ = 0.147. From these values, the Kt /7% ratio is derived:
K* K% K~ o

T T X T X 3 (7.5)
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which leads to K /7t = (1/0.932) x 0.147 x 1.004 = 0.158. Note that the authors tuned
the model parameters in order to describe the central region |y| < 0.5. The experimental
ratios presented here, averaged over the mid-rapidity region? |y| < 1.3, are listed in Tab. 7.4.
A remarkable agreement is noticed between the experimental measurements and the model

| /ot K /Kt K*/rt K /n~

Model [26] 1.004 0.932 0.147 0.158
Measurements (this work) | 1.012 + 0.004 0.937 + 0.007 0.147 4 0.001 0.156 =+ 0.001

Tab. 7.4: Comparison between charged meson ratios from this analysis and statistical model
predictions from [26]. Errors are statistical.

predictions. Therefore, it is tempting to conclude that the system is indeed in chemical
equilibrium. However, one needs to investigate multiplicities from other particle species. The
p/p reported in [38] amounts to 0.75 + 0.04, very close to the prediction from [26] equal to
0.752. But using yields reported in [30], the p/7~ ratio is equal to 0.068 £ 0.001 (stat) while
the prediction is 0.089. Nevertheless, the systematic error on this ratio makes the prediction
and the measurement consistent.

The Statistical Model at the Early Stage

The SMES predicts an enhancement of the effective degrees of freedom from NN to AA
collisions occurring around the SPS energy range, visible when the ratio of entropy S to
number of participants N, is correlated with the Fermi variable F. It has been mentioned in
Sec. 2.4.1 that the observed increase from experimental data is deduced from a linear fit from
SPS to RHIC energy domains on AA and NN data. The problem discussed then concerns
the AA data from RHIC. The entropy is deduced from the total number of charged particles
(unidentified) corrected after the measured particle ratios at RHIC and isospin to account
for non measured 7° and K’s. Here is the opportunity to confront the model with yields of
identified pions and kaons (multiplied by respectively 1.5 and 2 for non detected neutral pion
and kaon yields). The model identifies the entropy per unit of pion entropy as being

S7r ~ <7T> + K <K + K> + J <Npart> ~ <Npart> X F (76)

with £ = 1.45 and § = 0.35 [73, 78]. The number of participants N,,; has been estimated
from a Glauber calculation (HIJING and AMPT) for the top 5% central events and amounts
to 366 £+ 11 for AMPT and 360 + 15 for HIJING (in both cases, the number of participants
is calculated numerically). For the present exercise, the average is chosen: N4 = 363 £ 9.3.
Figure 7.19 shows the SMES entropy as a function of the Fermi variable F'. The entropy
derived from the total pion and kaon yields shows a very good agreement with the estimation
deduced from PHOBOS data at \/syy = 200 GeV and confirms the divergence between AA
and NN collisions. However, the parameter ¢ fixed at a value of 0.35 has been deduced from
the net baryon data from SPS and is assumed to be the same at RHIC energies. From data
reported in [30], it is clear that the stopping measured at SPS is significantly from what is
reported at \/syy = 200 GeV. One needs to calculate ¢ from this recent measurement on

stopping.

4This fit range is chosen in order to minimize the error since the ratios are rapidity boost invariant within
this range.
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Fig. 7.19: Entropy as defined by the SMES model [73] as a function of the Fermi variable F.
Errors are stat. 4 syst. The result of the present analysis has been shifted along the F' axis
for clarity.

The SMES model also predicts the ratio “strangeness to non-strange entropy”. This ratio is
defined as

Ni+ N, (A+A)y+(K+K)
S (m)

where (A) is the total yield of hyperon A (other hyperon yields are neglected). This ratio is

predicted to saturate at gs/¢ in the massless limit with ¢g;/¢g ~ 0.22 in case of a thermalized

QGP, and ~ 0.5 if no QGP was formed at an early stage (cf. Sec. 2.4.1). Unfortunately, the

total yields of A and A are not known. The STAR and PHENIX experiments measure only

mid-rapidity yields. Therefore, only model dependent estimations can be given here. The
models predict the following yields (Tab. 7.5):

R, =4

(7.7)

| HLJING  AMPT

A 56 45
A 32 42

Total

Tab. 7.5: A and A yields from Au+Au at /synx = 200GeV calculated by HIJING and
AMPT over the full rapidity rang..

There are discrepancies between HIJING and AMPT in individual A yields but the sum of
totals are consistent with each other. Therefore, the strangeness to entropy ratio leads to
(42 + 45) + 2 x (294 + 243)
7 1.5 x (1774 4+ 1809)
Consequently, gs/g is consistent with the expectation for the ideal gas of massless particles if
a thermalized QGP existed at the early stage of the collisions. But it should be recalled that

this estimation relies on HIJING or AMPT prediction on total hyperon yields and that the
SMES parameters have to be tuned for the RHIC energy domain.

hodhdhdbdd

=0.22+0.05 (7.8)
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Chapter 8

Summary and Conclusion

Inclusive invariant yields dN/dy of charged pions and kaons have been measured by the
BRAHMS experiment over the rapidity range —0.1 < y < 3.6 from the top 5% central Au+Au
collisions at /syy = 200 GeV. Both kaons and pions show a significant multiplicity decrease
from mid-rapidity to the highest rapidity interval covered. Pion rapidity densities amount
to 300 + 3 + 8% for 7™ and 7~ over the rapidity range |y| < 0.6, and 94.5 + 5.4 + 10% and
97.2 + 1.7+ 15% at y = 3.5 respectively. The pion ratio is found consistent with unity over
the full rapidity range and amounts to 1.015 £0.004 + 0.05. The estimated difference between
negative and positive pion yields is not more than 2% in favor of an excess of 7~ when summed
over the rapidity range and extrapolated to rapidities outside the spectrometer acceptance.
The estimated total yields are 1774 + 9 4+ 15% for 7% and 1809 + 9 + 15% for 7. The mean
transverse momentum is found nearly constant as a function of rapidity and amounts to ~
460 MeV /c at mid rapidity and ~ 420 MeV/c at y > 3. The difference between K and K~
is significant. K~ yields shows no significant difference over the rapidity range |y| < 0.8 and
amount to 44.0+0.4+7% while K yields amount to 47.1+0.6 £10% over the range |y| < 0.6.
As the rapidity increases, the difference between K and K~ increases. At y = 3.3, yields
are 18.1 +£ 0.6 + 10% and 11.4 + 0.4 + 8% respectively. The estimations of the total yields
are found to be 294 4+ 6 + 15% and 243 + 2 4+ 15%. The mean transverse momentum varies
with rapidity more than for pions. At mid rapidity, (py) amounts to ~ 710 MeV/c over the
range |y| < 1.1 and decreases down to ~ 580 MeV/c at y > 3. The kaon to pion ratios also
show a significant difference between positive and negatively charged mesons , related to the
K* and K~ differences. At mid-rapidity, K*/7" is 0.155 + 0.003 + 12% while K~ /7~ is
0.146 4+ 0.003 + 11%. The ratios between total yields are found to be 0.166 4 0.003 + 15% and
0.134 + 0.002 + 15%.

The energy systematics between SIS and topmost RHIC energies has been studied. It has been
found that between the top AGS and low SPS energy (around /syy = 8 GeV), a significant
change in the dynamics occurs. Below this energy, the system does not seem to be driven by
longitudinal expansion, which is proved by a study of net proton rapidity density [30]. The
net-baryon density is maximum close to the top AGS energy, the rapidity distributions of
pions and kaons show no significant increase in width along the rapidity axis. But for higher
V/5nn, the change in stopping is fast, the system undergoes a strong longitudinal flow which
broadens the meson rapidity distributions. The kaon distribution widths are proportional to
the beam rapidity. It shows how the net baryon density decreases regularly, which reduces the
importance of the strangeness associated production while string break up and pair produc-
tion are favored. This dynamics is reflected in the energy systematics of kaon to pion ratios,
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where a maximum of the positive ratio is found between top AGS and SPS energy, while the
negative ratio increases steadily from AGS to RHIC energies. However, an intriguing behavior
of the kaon inverse slope parameter with \/syy is noticed. A plateau structure is visible be-
tween the top AGS and top SPS energies, while an increase is measured from medium and top
RHIC energies. An energy scan between SPS and RHIC is needed to investigate this behavior
interpreted as a signature of deconfinement occurring at SPS [52].

The data of the present analysis have been compared to model predictions. It is found that the
parton cascade models HIJING and AMPT fail at describing the data except for the 7= /7"
ratio. HIJING underestimates mid rapidity yields but describe high rapidity yields reasonably
well within the full error of the data. AMPT systematically over-predicts multiplicities, espe-
cially for kaons (20% higher). The longitudinal and transverse dynamics are not reproduced
either. HIJING and AMPT do not contain collective transverse flow and fail at describing
the width of the rapidity distribution. Since the difference between the two models is mainly
hadron rescattering in AMPT, the latter, based on resonance studies from AGS data (ART
transport model), is probably not tuned properly for RHIC. Statistical models on the other
hand turn out to describe the data in very good agreement with the measured ratios (hadron
gas model) and entropy (model of the early stage). Since the hadron gas model does not
make any assumption of the early stage, the apparent chemical equilibrium is not explained.
The SMES, which introduces an early deconfined phase in chemical and thermal equilibrium
(QGP), predicts an increase of entropy driven by the multiplicity of pions and kaons from
NN to AA collisions. Indeed, the entropy deduced from the present data does fit with the
prediction. The model also gives the strange to non strange entropy ratio at the high energy
and density limit (vanishing mass of strange degrees of freedom). By including the total yields
of A and A predicted by HIJING or AMPT (found equal in both cases), this ratio measured
with the present data is found to be consistent with the prediction in case of a QGP phase at
the early stage.
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Appendix B

Variables and Coordinate Systems

Kinematic Variables

The notation given in Tab. B.1 is used in the entire thesis.

Definition Notation

ion beam axis (direction of motion) z

transverse axes to z z (horizontal) and y (vertical)
angle between particle momentum direction and z 6

particle momentum length P

particle transverse momentum length pr = p|sinf)|

particle rest mass m

particle transverse mass mr = 4/ pQT + m?

angle between direction of pr and x 10)

particle rapidity y (not to be confused with axis y)
particle pseudo-rapidity i

Tab. B.1: List of definitions and notations of the most common kinematic variables encoun-
tered in heavy-ion collision analyzes.

Since particles evolve at velocities § = v/c close to 1, it is more convenient to deal with the
rapidity y, which is an additive quantity (Galilean transformation) under a Lorentz boost:
Y = Y + Ypoost- The rapidity is expressed as follows:

1 E+p, 1 1+ Bcost
—— =~ In|——— B.1
Y73 n(Epz> 2 n(lﬁcosﬁ) (B-1)

with E the total energy of the particle (E? = p? + m?).

Another useful quantity is the pseudo-rapidity 7, which is the infinite momentum limit or zero
mass limit of y :

mo0 ] AN 1. /1 0 0
n=limy==1In P+p =—1In _cosh = — In | tan = (B.2)
p—00 2 D — P, 2 1 —cosf 2

With these definitions, the energy can be rewritten E' = my cosh y.
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Center of Mass Energy

For fixed target experiments, the reaction energy is denoted E),,, which is the beam energy
per projectile nucleon (the target is at rest) in the laboratory frame. The other natural frame
is the center of mass (CM), where the energy is /s, such that s = (Ep + Erarg)’lom,
which represents the true energy available for the reaction. In order to calculate the beam
energy Foy as a function of Ej,,, the invariance of the scalar product under a Lorentz boost
is used. For symmetric systems (my.oj = Myarg), the nucleus—nucleus C'M corresponds to
the NN CM. Therefore, if pf = (Eiu, p,) and p; = (my, 6) are respectively the projectile
and target momentum four vectors in the laboratory frame (where my is the nucleon mass),
py = (Ecum, pp) and p{ = (Ecwm, pi) = (Ecm, —pp) in the CM frame, it follows that

Py Put liab = Py Potlom (B.3)
my By = FEly +0,° = 2E%,, —m} (B.4)
Ecv = v my (B +my)/2 (B.5)

Consequently, \/syy = 2 Ecy = \/QmN (Ejap + my). For collider experiments, like BRAHMS
at RHIC, collisions occur between two Au beams accelerated to the same energy but in oppo-
site direction so that the laboratory frame coincides with the center of mass frame. In that
case, /s is simply the sum of both beam energies in the laboratory frame.

Coordinate Systems

There are two coordinate systems used in the analysis. One is defined with respect to the
beam line and is called the global coordinate system. The other coordinate system is local to
a given detector. The origin is defined as the center of the reactive volume (most of the time
a squared box), axes are defined according to the natural axes of the box. Coordinate systems
are illustrated in Fig. B.1.

Ay

Fig. B.1: Global and local coordinate systems used in the analysis.



Appendix C

Hyperon and Resonance Decays

Mass (MeV/c?) Full width T (MeV) Decay products Branching ratio

Mesonic resonances

ata-nd 23.1%

n o 547.3 0.00118 o Py

p  770.0 150.7 T ~ 100%
T -0

w 7819 8.41 " 82'3?

. 0

n 957.8 0.203 R 43.8%

KTEK 491%

1019.4 4.43 P 155%

K* 892 50.8 Kr ~ 100%

Baryonic resonances

A ~ 1232 ~ 120 N >99%
N 60-70%

N ~ 1440 ~ 350 Nwnmw 30 40%
NAT 20 30%

N« 50 60%

N ~ 1520 ~ 120 Nnn 40-50%
NAT 15-25%

Hyperons

A 1115.7 et = 7.89 cm pT 63.9%
A 1407 50 Y 100%
NK 45%

A 1519.5 15.6 Y 42%
Arm 10%

¥t 1189.4 et = 2.396 cm nwt 48.31%
¥ 11974 ctr =4.43cm nmo 99.8%
Ax 8%

> ~ 1385 ~ 37 5 19%
= 1321.32 ct = 4.91cm A~ 99.89%
_ ANK~ 67.8%
0" 167245 er = 2.46 cm =0, 93607

Tab. C.1: Hadronic resonances and hyperons with at least one charged meson in the decaying
products. Data are taken from [119].
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Appendix D

Beam—Beam Counter Vertex

A collision occurs at z,;, between the BBC arrays. Particles are emitted and a few are detected
by some BBC tubes. A sketch is shown on Fig. D.1.

A
\J

D = 2X219 cm
Tight array
() A
21.5 cm | “
: § T
R tex >>f/_>//_>//_>>/_>/ +D/2
65ch e 77«3.{77//777/77 vertex z=0 beamline
tube i,L :
- o

left array

Fig. D.1: BBC vertex reconstruction scheme (top view). Dashed lines are particle paths.

If tube ¢ from the left array and j from the right array deliver signals, according to Eq. 4.6, it
follows that

td(}m’ = tOfLZ' + Oﬁﬁi + Sle’ll)m — tstart (D].)
tder; = tofr; + offg; + slewrj — tsian (D.2)

Subscripts ;, and g are now removed for readability. The particle flight time tof is equal to
d/(Bc) but can be approximated by d,/c where d, is the longitudinal distance from z,;, to
the tube due to the high momentum of forward scattered particles. With z;p = 0 and the left
(right) array located at z = —(4)D/2 with D the distance between the BBC arrays, it follows
that

tde; = (2w + D/2)/c+ off, + slew; — tgan (D.3)
tde = (D/2 o Z71tfl?)/c + Oﬁg + Slewj - tstart (D4)
If Eq. D.4 is summed with and subtracted to Eq. D.3,
D
tdeij = — +offi; + slewiy; — 2tsan (D.5)
: ‘ :
2
Atdeij = = zpe + Aoffy; + Aslew;; (D.6)
c :
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Consequently,
1 D
tstart - 5 |:(0 i+j + Slewi—!—j) + ? - tdci—!—j (D7)
c
Zn =g [Atdc,;j — Aoffy; — Aslewij] (D.8)

But for any tube 4, tdc; — off; — slew; = t;, the calibrated time. The equations finally become

tstart =

D
Aty

(D.10)

Zotr =

NS N

The last equations reveal that given any pair of hits (iy, jg), vertex and start—time can be
derived by respectively subtracting and summing the calibrated times of these two hits. But
using only one pair of hits would not lead to the best resolution. That is why a time average
is built for each array. Eq. D.9 and D.10 can be written

bt = §[§<tﬁ><m>] (d11)
we = 5 ({t) = (t)) (D.12)



Appendix E

Momentum Spectra

Definition

Particle transverse momentum spectra are by definition the number of particles of transverse
momentum (mass) py (my) as a function py (my) per unit of rapidity. This number is related
to the differential cross section by the following equation (identical in py or myp) :

dN o

=F E.1l
21 mapdmydy o dp3 (E1)

where o is the total cross section. The right member of this equation, and consequently the

left one, is boost invariant. The equality comes from the transformation of the momentum

space dp,dp,dp, to the space dmpdydp. The factor 1/2m is a normalization coming from

the integration over ¢ because particle distributions from central heavy ion collisions exhibit

an azimuthal symmetry (isotropy in ¢). The transverse mass differential d /mpdmys can be

replaced by d /prdpr. Indeed, according to the definition of myp:
2

my = pr+m’ (E.2)
d(m3) = d(p3) +0 (£
2mpdmy = 2ppdpr (E.4)
mpdmr = prdpr (E.5)

Fit Functions

The fit functions used in the analysis are meant to describe the momentum spectra over the p;
range covered. They are then used to estimate the total yield by extrapolating to pr regions
outside the acceptance. The functions used in this thesis are

Exponential in mp : Aexp [—M]
ol (mr —m) (mr —m)
Sum of exponentials in my : Bjexp B + By exp B —
1 2

Po

The T parameters are called the inverse slope parameters and are identified as the apparent
temperature of the particle source. This jargon originates from statistical physics, where

Power law in pr : C (1 + ZE)
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distribution functions are given by the Fermi or Bose statistics (quantum case) or Boltzmann
statistics (classical case, high temperature limit of the quantum distributions). The coefficients
A, By 5 and C are normalization factors that can be related to the integrated yield at rapidity

AppoeliulAa 1y, Viotcuouill Jpocoula

y. For example, the coefficient A is obtained as follows:

dN
dy

B] and BQ

dN
dy

C

The power
n 2 20.

= / 2nmy A exp [(mTij:m)} dm

= 27rA/ mp exp [w} dm

= 21A {—T my exp [—M} } + 27TAT/ exp [—M}
T o m T
— 2wATm + 21 AT {T exp {M} }

= 21AT(m +T), so that
dN/dy
2r T(m+1T)

are also obtained in the same way. For the power law, it reads

= / 2nppC (1 + 12) dpr
Jo Po

= 27rC/ pr (14—@) dpr
Jo Do

1-n]*® fore) 1—-n
fopT <1+ZE> ] — 2nC lpo <1+ZE> dpr

Po

o

= 0(ifn>1) — 27Cpy

21 C'p?
= T Po ,if n > 2, so that
(1-=n)(2—n)
_ (n—1)(n—2)dN
B 2 pg dy

n has to fulfill the condition n > 2. Experimentally, fits on pion spectra give



Appendix F

Fermi Variable

The Statistical Model of the Early Stage (SMES) predicts the production of entropy in central
AA collisions, introduced by Fermi [74] and Landau [75], revisited by Gazdzicki [73]. In this
model, the entropy is produced at the early stage of the collision when all incident matter is
highly excited. The thermalized matter is assumed to expand adiabatically to the freeze—out
point, preserving the early stage entropy. The energy density e available for particle production
is estimated from the Lorentz contracted volume of the overlapping nuclei and /syn:

Vi 2 Vi
Y SNN
. E N (/' SNN — 2my) \/SnN
v 2mn Vy

In order to relate the entropy density o to the energy density €, an equation of state is needed.
Since most of the produced particles are pions, the entropy is nearly proportional to the pion
multiplicity. This led Landau to choose the equation of state of a relativistic gas of massless
pions as a first order approximation, p = €¢/3, where p is the pressure. For a relativistic black
body with € ~ T*, with T the temperature, the relation between o and e reads:

4
To*:e+p—pm:§e

The chemical potential y is zero for massless pions, which implies o ~ €*/3. Therefore, the
early stage entropy Sg is:

SE' = oV
~ ‘/v[(\/SNN—QTTLN)VSNN]:;/4

In practice, even in central collisions, not all nucleons participate. The volume has to be
scaled according to the average number of participant nucleons. By using a geometric Glauber
calculation and the inelastic cross section for nucleon interaction oy /N, the average number
of participants at a given impact parameter is [9]:

(Npart) = 22 (A + A)
TOAA

where 0,4 and 044 are production cross section in nucleon nucleus and nucleus nucleus col-
lisions respectively. The participant volume V' can now be expressed in terms of (N,4¢). The
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early stage entropy becomes

— 3/4
SE ~ <Npart> ( N mN)

1/4

SNN

The dependence of Sg on /syy was obtained by Fermi [74] for high energy collisions, which
led him to define the variable F:

F= (\/ SNN — 2mN)

1/4

3/4

SNN



