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Centrality dependence of the charged particle multiplicity near midrapidity in Au+Au
collisions at \/syy=130 and 200 GeV
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The PHOBOS experiment has measured the charged particle multiplicity at midrapidity+iiéwolli-
sions atysyy=200 GeV as a function of the collision centrality. Resultstbh/dnh,]Kl divided by the
number of participating nucleon pai{d,,.)/2 are presented as a function @,). As was found from
similar data atysyy=130 GeV, the data can be equally well described by parton saturation models and
two-component fits, which include contributions that scal®lgg; and the number of binary collisiod; .
We compare the data at the two energies by means of theRgjig 3o0f the charged particle multiplicity for
the two different energies as a function @,,). For events with{N,.)>100, we find that this ratio is
consistent with a constant value of 1:4@.01(stat)- 0.05(syst).
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Collisions of gold nuclei at the relativistic heavy-ion col- enough that the gluons recombine. This results in a saturation
lider (RHIC) at \/syy=200 GeV offer a means to study of the gluon structure function at low Bjorken character-
strongly interacting matter at high densities and temperaized by a momentum scal@s, below which the color fields
tures. The goal is to create a large-volume, long-lived statappear dense to a high-energy probe. Since the parton den-
within which quarks and gluons are no longer confinedsities in the initial stage of the collision can be related to the
within hadrons, the quark-gluon plasma. The role of the col-density of produced hadrons in the final state, definite pre-
lision geometry in determining the initial parton configura- dictions are possible regarding the multiplicity of charged
tion is important for understanding any collective effects thatoarticles as a function of energy and centrafiy.
may be present in such collisions. We can study this by A recent extension of the calculations by Kharzeev and
means of the midrapidity charged particle multiplicity as alLevin [4] has given predictions of the energy, rapidity, and
function of the number of nucleons that participate in thecentrality dependence of the charged particle multiplicity.
collision, Np,.;. Measurements of proton-nucleus reactionsThese new calculations use the predicted QCD evolution of
at lower energie$l] suggested that the charged multiplicity measured results, incorporating parameters extracted from
from soft production mechanisms should simply scale withinclusive deep-inelastic electron-proton sc_atterin_g data on
Npar [2]. With increasing energy, however, one might expectthe proton structure at very low. [5]. Of primary impor-
some component of particle production to depend on théance in this treatment is the exponantwhich parametrizes
number of binary collisions, due to the increasing role ofthe energy dependence of the saturation scal@Zs(/s)*.
hard processe@ninijet and jet production In nuclear colli-  Kharzeev and Levin use this to predict that the energy de-
sions,(NCO,,)oc(Npan)“B, making these systems quite suit- pendence fodN,,/d# will also scale as {s)* at high en-
able for studying the interplay between the various effects. ergies. Furthermore, they predict that the higher energy col-

Nuclear collisions at RHIC also provide an opportunity to lisions allow events with larger impact parameter to be in the
study quantum chromodynami¢®CD) in a novel regime saturation regime. This affects the multiplicity from periph-
where parton densities are high and the strong coupling coreral events more than for central events, which already have
stant is small. In such a regime, gluon densities can be largsufficient parton density at lower energies. Thus, they predict
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the multiplicity in peripheral events to rise slightly faster g 13
with energy than for central events. 5 ’ 4
This effect should be contrasted with the much simpler s 1o N
two-component parametrization constructed to interpolate o % % 5 ¢ IR IR IR
between protorfant)proton (pp,pp) and central nucleus- % 2
nucleus collisions by incorporating contributions that scale L DATA N
with the number of wounded nucleons as well as the number - a) 8
of binary collisions. The pseudorapidity density at midrapid- - : : : :
ity has been measured to rise by#18% between 130 and ® 8 1.05- -
200 GeV in central Adg-Au collisions[6] while interpola- = i \ |
tions based on UA5 data @p collisions at similar energies ot ik 3
[7] suggest only an 8% increase for elementary collisions. Sg | b) HI""NG. ; ; 4
Therefore, the I’atiO R200/130:dNCh/d 7]|200/d Nch/d 77|130 Z 50 60 70 80 Y 100

should decrease with increasing impact parameter.

The predictions from the saturation and two-component
scenarios have been found to be nearly indistinguishable as a FIG. 1. (a) R}3f,3, Vs the average percentile of cross section.
function of centrality at\/%= 130 GeV[3,8] and agree The gray band indicates the systematic error induced by the uncer-
well with the published RHIC data from PHENI}O] and tainty in the relative trigger efficiency between the two beam ener-
PHOBOS[10,11]. The authors of Ref(8] find this to be a  gies.(b) The ratioN220/N.%, for each centrality bin derived using
nontrivial consequence of the saturation formalism, althoughilJiNG at Vsyn=130 and 200 GeV.
this ambiguity is unlikely to be reduced on the basis of the

multiplicity data alone. _scribed in Ref[10], based on counting three-point tracks
V\ée have fpﬁrformded a dmeaﬁuremdent of ':he ce;r)trlz_all_ty .de(“tracklets”) in the spectrometer and vertex detectors. This
Zirl ,i:Cc?oﬁisfoﬁsn;t\r/zﬂjé C():O a(rg:v S:Lirr:lc fh;m;:_'%ggsm approach permits some level of background rejection relative
NN 9 to simply counting detector hits, as was done in Ré&l].

dete_cftor and deriveRyo130aS a f_unctlon of Fhe number of We use a simulation based aING events and a fulsEANT
participants. PHOBOS has previously published results forsimulation to study the effects of occupancy, combinatorial
the centrality dependence dNgy/d7/(3(Npar)) at sy background, and experimental backgrounds. Due to the bet-
=130 GeV[10] as well asRyqq30for the 6% most central  ter granularity in both pseudorapidity and azimuthal angle in
events (Npar) ~343) [6]. The present results are an exten-ihe spectrometer, its associated systematic error is 4.5%, to
sion to the previous measurements, using similar methods ¢fe compared with 7.5% in the vertex detector. As the particle
analysis. o _ _ _ density does not increase dramatically between the two en-
The coII!S|on centrality is determined using the Slgnalsergies, the systematic error is the same for the two data sets.
Eg:tz l:jregjj Z||n:t\3Ng 1serrt1$vx(/)i][(hlr6espaedctzlteo iﬁznrtlé(’)?rﬁinznldinfel?ac- In forming the ratioR,q0,130, We have analyzed the data in
' P each subdetector with the same correction factors for both

tion point. For events az=0, these detectors measure . : . .
. . : .~ energies. This reduces the importance of the precision of the
charged particles produced inte<37|<4.5. As discussed in . . . .
Monte Carlo simulations used to derive the corrections at

Ref.[10], we rely on the monotonicity of the paddie signal each energy, since they directly cancel in the final value of

with the number of participaniserified by correlations with Iy DT . -
the PHOBOS zero-degree calorimejersextractN,, ) for Rogo1zo- This is justified by the fact that the particle depsny
a chosen fraction of the total cross section, based on thd0®S not change substantially between the two energies.

Glauber calculation used by theuiNng model [12]. The We present two forms of the centrality dependence of
dominant systematic error on this quantity reflects the uncefRzo0i130- The first is done for different fractions of the total
tainty on the estimation of the total cross section observed bgross section chosen according to increasing signal size in
the PHOBOS trigger counters. By a study of events with a&he paddle counters, which requires no input other than the
low number of hit paddles using a full simulation BBING trigger efficiency. The other is the ratio for a constant value
events, we have estimated the efficiency for triggering on thef N, which requires a model of the nuclear geometry. In
Au+Au total inelastic cross section to be 98% for  both cases, a precise measurement oRhg/130iS achieved
\/ﬂz 130 GeV and 9%3% for \/ﬁz 200 GeV. The by the average of separate measurements of the ratio in each
slight difference between the two energies stems mainlsubdetector.

from the increase in the width of the pseudorapidity distri- In Fig. 1(a) we show the ratio ofdN.,/d 77|M<1 at
bution [6]. In order to reduce the error on the ratio of the \/s\ =130 GeV and 200 GeV for the same percentile of the

multiplicities as a function of centrality, we have analyzedinig| cross sectiorR2Y » The values in each bin are listed

the simulations at both energies in an identical fashion. Thig, he |ast column’ E%O/%ble I. This is found to be approxi-

has led to a slightly different efficiency afsyy=130 GeV mately constant for the 50% most central collisions. The gray

tha_Phthehone [::Jreseqt?d in I|:2§IIO] Whhichbwas 92 3%. dind band indicates the magnitude of the systematic error, which
e charged particle multiplicity has been measured indeyg symmetric around the shown data points. It reflects the
pendently for each energy using the same technique de-

Percentile of cross section
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TABLE I. For each centrality bin, based on the percentile of the total cross section, we show the pseudorapidity density, the number of
participants, and the scaled pseudorapidity density for sth,= 130 and 200 GeV. The errors shown on these values are systematic. We
also show the rati®,q0/130f0r €ach bin both corrected for the differgi ) in each bin, and uncorrectgttaw” ). The errors on the ratios
are statistical only.

200 GeV 130 GeV Ratios
Bin (%) dNen/d7  (Npar)  dNgy/dp/(3(Npar)  ONen/dn (Npar)  dNg/dm/(3(Npar))  Reoonao R00/130

0-3 700:27  358+12 3.91-0.20 613-24 35512 3.45-0.17 1.13:0.01 1.16:0.01
3-6 629-24  331*+10 3.810.18 545-21  330:10 3.310.16 1.15-0.02 1.14-0.02
6-10 548-21  298+9 3.68-0.18 47218 2959 3.20+0.16 1.15-0.02 1.16-0.02
10-15 45518  256-8 3.56+-0.18 393:15  254£8 3.09-0.16 1.16-:0.01 1.16:0.01
15-20 37615 2178 3.48+-0.18 32713 2148 3.06-0.16 1.14-0.02 1.170.02
20-25 312212  183+7 3.41+0.18 274511 1797 3.06£0.17 1.12:0.02 1.16-0.02
25-30 252210 152+6 3.32£0.19 220£8 148+ 6 2.96£0.17 1.13:0.02 1.1720.02
30-35 202=8 1246 3.25:0.19 180-7 122+6 2.94+0.18 1.12:0.02 1.15-0.02
35-40 164:6 103£5 3.19+0.21 1405 100£5 2.80£0.18 1.14-0.02 1.19-0.02
40-45 13&5 83+5 3.14+0.22 116-4 80=5 2.75:0.20 1.13:0.03 1.170.03
45-50 954 654 2.90£0.22 83t3 63+4 2.64:0.21 1.16:0.03 1.14-0.03

uncertainty in the estimate of the relative uncertainty of thetwo-component parametrization proposed in R¢8],
trigger efficiency between the two center-of-mass energies.dNg,/d7=ny[ (1—X){Nyar)/2+X(Nco) ]. The parameters
The ratio of the charged particle multiplicities betweenhave a simple interpretation as the fraction of production
\/ﬂz 200 and 130 GeV as a function of the number offrom hard processe&) and the number of particles associ-
participants has been obtained simply by taking the ratio ofited with a singlepp interaction f,,) whenNg,=2 and

dNen/d 7] <1/(3(Npar)) for the two energies, which cor- Ncon=1. We have performed fits using a parametrization of

_ 1.37 H
rects for the increase of the inelastic cross section betweeNcon) based on Ref3], (N¢oy) = 0.352<(Np,y) . Using

m: 130 and 200 GeMas parametrized imiJING). The the measured values for,, we find that values ok=0.09
increasing cross section causes the ratigNyf, ;) between +0.02 for ysyn=130 GeV andx=0.11x0.02 for Vsyy

the two energies in each centrality biN23)/NL3Y,, to in-

crease by approximately 3% between the most central events & [ ]
and the bin corresponding to 45—-50 % of the total cross sec- A;i 4_a) |
tion ((Npar)=65), as shown in Fig. (b). 2 r s
It should be emphasized that in both ratio measurements, ;: i i
averaging over independently measured ratios does not give S L S ew Y AT i
precisely the same answer as that of taking the ratios of the 5 33— —
averaged quantity at each beam energy. We have chosen the P Y Fiomoeptamesy |
former method since it allows the correction factors for each P @ UAS5\s,,,=200 GeV ]
measurement to cancel in the ratio. O Eggtrr‘:{i':";;:’d“el‘g\“f:_‘z’s .
In Fig. 2@ we present the separate results for 2 -----Two-component Fit |
dNen/d 7/ (3(Npar)) VS Npgar for syy=200 GeV(shown 8 1'2_b) P . .
as closed trianglesas well as 130 GeVopen triangles For & 1 1; <}?Y§9<}‘f """ o]
both energies, we observe a continuous rise of particle den- e %:E?n?gﬁ::;;’;’gf
sity with increasing centrality. The total 95% C.L. error for
the 200 GeV data is shown as a shaded band and includes 0 100 200 300 N 400

both statistical and systematic errors. The errors at 130 GeV part

list (Npart), chh/dﬂ|\n\<1, anddN¢,/d 7I|\77|<1/(%<Npart>) dNcp/d7, <1/(%(Npan>) as a function o, for Au+Au col-
for each energy and centrality bin. lisions at+/syy=130 GeV (open trianglesand 200 GeV(closed
To put these results in context, we also show two calcutriangles. The error band around the 200 GeV data combines the
lations. The first calculation shown is the prediction of theerror ondN.,/d7]|,j<1 and(N,,;). The open and solid circles are
parton saturation model for both energies, indicated by solighp results derived from the data in RET]. (b) The ratio of charged
lines in Fig. 2a). The only parameter needed to predict themultiplicities for \/syy=130 and 200 GeVRyg0/130 (for constant
energy density is the exponent which is set to 0.25 as is (Npart)) VS Npart - The ratio frompp is shown by the open square.
done in Ref.[4]. The calculation is truncated &Ny,;)  The gray band indicates the systematic error estimate. In both pan-
~65 since this model is not appropriate below this vdlBle els, results from a saturation model prediction and a two-component
The second calculation involves fits to the data using théit are shown as solid and dashed lines, respectively.
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=200 GeV account well for the measured centrality depenfrom which we derived our acceptance, feed down, and

dence ofdNg,/d7/(3(N.,.)). These are shown as dashed background corrections. If_we fit the ratio ¥, to a con-
. - P . : stantR,q01302bove(Np ) =100, we find that it is equal to
lines in Fig. Za). The error estimate is based on the allowed1_14i 0.01(stat).

range ofx, which keeps the results of the calculation within For Npa—2 we show the ratio of data frorﬁp for

our stated error bands. The value xfobtained for\/ﬁ Jsun=200 GeV and an interpolation fofsyy=130 GeV
=130 GeV agrees with the value extracted in Refl,  [7] We also show the ratios of the saturation model predic-
which only used thep value and the central PHOBOS re- tions (solid line) and the two-component fitglashed ling

sult from Ref.[13]. The value ofx at \/syny=200 GeV is from Fig. 2a). While the two calculations evolve in opposite
consistent with the prediction in Re#] thatx should vary directions as the impact parameter increases, they remain
as the square of the gluon structure functionsy)2*,  Sufficiently close down t@N,q.)~65 such that our present

which gives X(m: 200)= 1.2><x(\/§= 130) for A data cannot r_esolve them conclusively. _
=0.25. These results are also in good agreement with theﬁ In conclusion, the PHOBOS Collaboration has measured
t

two-component calculations by Li and Wafi], which use e psgu.do.rapidity densiFy. of charged particles produced at
recent parametrizations of the gluon structure functions agldrapidity in Au+Au collisions atysyy=200 GeV. These
well as nuclear shadowing. data have been compared to similar data taken/siy

The centrality dependence &,qy130is Shown in Fig. =130 GeV by taking the ratio of multiplicitieR,qq130at a

2(b) and Table I. The error bars indicate the contributionf'xt'?’d vglue °f<NP?">'tF|0r<Npa”z>%Oo’twellr;jotrattt?'s

from counting statistics, which becomes important when th atio 1S approximat€ly constant at -01(stat.)
. . +0.05(syst.), which is consistent both with the parton satu-
systematic effects cancel. The systematic error on the cen- . - .
: ) . : ration model predictions and two-component fits to the data.
trality dependence of the ratio, whose magnitude is shown by

the gray band, is symmetric around the shown data points This work was partially supported by U.S. DOE Grant
and incorporates two major contributions. The first is theNos. DE-AC02-98CH10886, DE-FG02-93ER40802, DE-
uncertainty in the relative trigger efficiency between the twoFC02-94ER40818, DE-FG02-94ER40865, DE-FG02-
energies, which is shown in Fig.(d. The second error 99ER41099, W-31-109-ENG-38 and NSF Grant Nos.
source is the change N, for a given centrality bin as a 9603486, 9722606, and 0072204. The Polish groups were
function of energy, shown in Fig.(i). We have added half partially supported by KBN Grant No. 2 PO3B 04916. The
of this difference in quadrature with the first contribution to NCU group was partially supported by NSC of Taiwan under
get the final systematic error. In addition, there is an overalContract No. NSC 89-2112-M-008-024. We would especially
scale uncertainty oRq0/130and R5a0/1300f 5%, which was  like to thank D. Kharzeev and X.-N. Wang for helpful dis-
discussed in Ref6] and stems from the Monte Carlo studies cussions.
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