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Chapter 1 — Introduction

PATROL® SNMP Toolkit's OptiMate™ Encapsulator™ extends the toolkit's Object
Development Environment by providing a way to encapsulate proprietary SNMP agents.
OptiMate provides an integrated environment for hosts that also run an off-the-shelf or
custom monolithic, non-extensible, or incompatible agent or proxy. This Guide intro-
duces and explaimSptiMateand leads you through its installation, configuration, opera-
tion, trouble-shooting and customization.

OptiMateis distributed as part of the PATROL SNMP Toolkit package, and is installed
with it. The distribution includes Blakefile , source code and a sample configuration
file for OptiMate

This Introduction provides an overview of the PATROL SNMP Toolkit management
architecture and hoWptiMaterelates; it explains hoWptiMate may be used and how

the package components are distributed; it summarizes related products and documents,
and refers to related reference material; it outlines the rest of this document, lists typo-
graphical conventions this Guide uses, and tells how to contact PEER Networks division
Technical Support.

1.1 PATROL SNMP Toolkit Management Architecture Related to ~ OptiMate

The OptiMastermaster agent uses SNMP to communicate with SNMP Network Manage-
ment Stations (NMS) on behalf of your applications and devices (see Figure 1). This is
accomplished with th®ptiGenand OptiPro tools, enhancing applications and devices
with sub-agents OptiMateis a specialized sub-agent application. NMS SNMP requests
are forwarded byOptiMasterto the appropriate sub-agent, whether it's one developed
with PATROL SNMP Toolkit tools, or it©ptiMatehandling incompatible agent©pti-

Mate uses the sam@ptiPro management APl and run-time libraries that you use when
you develop sub-agents for your own applications and devices.

OptiMatés application is an SNMP pass-through service for incompatible agents on the
same host a®ptiMaster When OptiMate receives SNMP requests forwarded by the
Master Agent, it re-formulates them as SNMP requests to the appropriate “encapsulated
incompatible agent. The reverse operation is used for incompatible agents’ SNMP
responses and traps.
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Figure 1. PATROL SNMP Toolkit Management Architecture

1.2 Using OptiMate Encapsulator

OptiMate is installed on hosts that conta®ptiMasterand one or more incompatible
agents. The NMS sends all SNMP requests for all managed variables on that host to
OptiMaster which forwards the relevant requestptiMate

1.2.1 How OptiMate Works

Most Network Management Stations view managed objects on a host through a single
SNMP agent, as shown previously in Figure 1. The NMS will usually direct its SNMP
requests to an agent listening at port 161. Since only a single SNMP agent can be listen-
ing at port 161, this limits the NMS to managing only the variables accessible to the one
agent listening at that port. You will be configuri@gptiMasterto listen at port 161, so

that all queries directed to that host will go @ptiMaster This will include variables

from your own MIBs (managed by your sub-agents), and variables managed by the
incompatible agents on the same hosts. The incompatible agent(s) are invoked listening
at alternate port(s), not at 161. Th@ptiMateis configured to pass on the appropriate
SNMP requests fronDptiMasterto the encapsulated agents at their respective ports.
OptiMateworks by hiding the incompatible agents, so they are visible to the NMS only
throughOptiMaster

You configureOptiMate to recognize which incompatible agents are managing which
sub-trees (a sub-tree is the set of MIB variables subordinate to a node in the naming tree),
through which SNMP ports, and which traps they're sending. Then when an incompati-
ble agent sends a trapptiMateis listening for the trap and forwards it upQptiMaster

or discards it, as configured. Wh@ptiMasterreceives an NMS SNMP request about an
encapsulated agent’'s managed sub-tree, it passes iOptikdatewhich then forwards it

to the encapsulated agent, at that agent’s listening @ptiMate emulates an NMS —
passing NMS requests through to the encapsulated agent as SNMP requests from an
NMS, and receiving the agent traps as an NM%ptiMate supports any number of
encapsulated agents. (It need not be on the host ru@pitiflasterand the encapsulated
agents.)
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Figure 2. HowOptiMateWorks

Follow the OptiMate installation, configuration and start-up instructions later in this
Guide to get your management configuration working smoothly. U3ptgMate does
not require any change @ptiMasterthat also supports your sub-agents.

1.2.2 How to Use OptiMate

OptiMateis configured to filter SNMP requests before forwarding them to the incompati-
ble agent. In the reverse directiddptiMateis configured to either forward up all traps
sent by the incompatible agent, or filter some of them out. BptiMateis configured
determines the NMS view of what's manageable on the network, as explained in the
examples below.

If OptiMateis configured to forward requests for all of an agent’s sub-trees, and to for-
ward all traps emitted by an agent, the NMS has access to all variables managed by that
agent on that host. This would enable full access to both a MIB-Il agent and a hardware
device agent on the same host, for example.

While OptiMasteris supportingOptiMateas configured abov@ptiMasteralso supports
sub-agents, including those developed with PATROL SNMP Toolkit tools.

You might choose to configu@ptiMateto filter out some of an agent’s traps to reduce
the number of traps received by an NMS.

OptiMate could also be configured to filter out some of the sub-trees managed by an
incompatible agent, hiding those variables from the NMS. The same variables could be
managed by a sub-agent developed with the PATROL SNMP Toolkit Object Develop-

ment Environment tool®ptiGenandOptiPro.

1.3 How You Distribute the Packag e Components

OptiMate is built on your development system using code on this distribution and
libraries and files from the Object Development Environment. It is then configured and
started up on the target host. For more detail, see the chapter on installation and start-up.

1.4 Related Products and Documentation

OptiMate a specialized PATROL SNMP Toolkit sub-agent, requires an SNMP master
agent that uses SMUX, like tii@ptiMastermaster agentOptiMateis built with run-time
libraries and include files that are components of the Object Development Environment
distributed withOptiMaster For more information on using and installing the Agent and
Development Environment, see the PATROL SNMP Todtkiigrammer’s GuideDocu-

ment 20009. The&SNMP Porting GuideDocument 20010, covei®ptiMaster Master
Agent configuration, tracing, and porting the run-time libraries to other operating sys-
tems. Release Noteare Document 20038. If you need additional help, contact PEER
Networks division Technical Support.
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1.5 Reference Material
Documents defining SNMP, SNMP’s management information structure, SMUX and

related subjects are available as Internet Requests for Comments (RFCs). Bee the
grammer’s Guiddor a list of relevant documents and how to get them.

1.6 How this Guide is Organiz ed
Chapter 2 explains how to instalDptiMate
Chapter 3 covers how to configure, invoke and opef@miMate
Chapter 4 discusses some operational issues.

Chapter 5 covers customization.

1.7 Typographical Conventions
The following typographical conventions are used throughout this document.
. When a term is first defined, it is showritadics.

. When actual "C" code is given, in fragments, programs or synopses, it is
shown inCourier  font.

. In text, names of functions (or variables used in referenced code) are shown
in Courier font, as inmgmt_new_instance()

. Throughout the documertipld is used to call attention to additions, exten-
sions, or differences.

1.8 PEER Networks division Technical Support

Technical Support is available from our California offices on business days from 9:00a.m.
to 6:00p.m., Pacific time.

Telephone: +1 408 556-0720
FAX: +1 408 556-0735
Electronic mail:  support@peer.com
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Chapter 2 — Installing OptiMate

OptiMate™ is installed along witlDptiMaster OptiGen andOptiPro. If the PATROL®
SNMP Toolkit Object Development Environment has not yet been installed, follow the
General Porting Guidéo install and configure it.

2.1 Installation

The Makefile  in /usr/peer/subagts/encaps/src/wrk builds OptiMate It

is automatically invoked when the PATROL SNMP Toolkit package is installed. This
does not require root or super-user permission. The following information may be rele-
vant for re-buildingOptiMatewithout re-building the remainder of the toolkit.

Makefile  requires the following from the PATROL distribution directory:

. header files fronnclude/ame | include/ode  and
common/ode/src/wrk

. compilation scriptevtools/peercc

. run-time librariesdevtools/PEERmgmt.o

. MIB compilerdevtools/gdmoc

To re-build the package, run tMakefile as follows:

% cd /usr/peer/subagts/encaps/src/wrk
% make

Several steps of thmake will not normally execute because their output files are also
provided on the distribution. (The MIB Compiler idevtools/gdmoc creates
proxy.h ;yacc createg/tab.c andytab.h ;lex createdexyy.c ) The complete
Makefile is provided in case you want to customi2etiMate the OptiMate MIB
and/orOptiMateconfiguration file grammar, tokens or processing. Refer to Chapter 5 for
more information. Please contact PEER Networks division Technical Support for cus-
tomization assistance.
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2.2 Compatibility with Master Agents

The OptiMateexecutable, built with the specifi€ptiPro run-time libraries an®ptiGen
MIB compiler is compatible with PATROL SNMP Toolkit ar@dPTIMA OptiMaster

master agents built from Release 1.6 and later distributions. For details, Stdethee
Notes Document 20038.
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Chapter 3 — OptiMate Start-up and Operation
OptiMate™ is invoked with a number of command line parameters. These cQyitil
Mates communications with the master agedptiMaster andOptiMatés encapsulated
agents, and give the name@ptiMatées configuration file.

OptiMatés configuration file identifies the incompatible agent(s) to encapsulate, what
ports they're listening at, which of their sub-trees to manage, and which traps to forward.

3.1 Invoking OptiMate

The OptiMate executable is built asProgram.o under the directorysub-
agts/encaps/src/wrk . There are two ways to invoke it:

. invoke OptiMatemanually as follows:

% cd /usr/peer/subagts/encaps/src/wrk
% ./Program.o [parmlist] &

. or create a script that includes the following lines and invoke this script from
letc/rc.local

cd /usr/peer/subagts/encaps/src/wrk
./Program.o [parmlist] &

The parameters are explained in the following section.

OptiMate needs to run with super-user or root permission only if it listens to privileged
ports, e.g., port 161 or port 162.

OptiMastermust be started befo@ptiMate Start encapsulated agent(s) before or after

OptiMate but all must be executing for the agents’ managed objects to be visible to the
NMS.
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3.2 OptiMate Command Line Parameters

The are six command line parameters. Figure 3 is a guide to the parameters described
below.

incompatible
agent

OptiMate

OptiMasterAgent hosth

OptiMateconfiguration filg

Figure 3. OptiMatecommand line parameters

-t port OptiMatés incoming trap port, i.e., whe®ptiMate listens to receive
SNMP traps sent by encapsulated agents.
Example: -t 1162
Default: no traps forwarded

-s port OptiMatés sending SNMP request port, i.e., the gartn which Opti-
Mate sends SNMP requests to encapsulated agents, and to which the
encapsulated agents send their SNMP responses. Tustie port at
which the encapsulated agentis$ening specified in the configuration
file.
Example: -s 3361
Default: assigned by the host

-h host The OptiMaster host address, i.e., the host where the master agent
resides, normally the same hosCgstiMates host. This imotthe host
of theencapsulatedgent(s), specified in the configuration file.
Example: -h dorothy
Example:-h 192.146.153.3
Default: localhost

-p port OptiMasteis listening SMUX port, i.e., the port to whicBptiMate
sends its SMUX traffic.
Example: -p 199
Default: /etc/services SMUX port, if provided, else
SMUX_LISTEN_PORTrom include/ame/portnums.h

-w wait timeout, in seconds, for the SNMP response from the encapsulated
agent.
Example:-w 3
Default: 2 seconds

-c file OptiMatés configuration file name.

Example: -c myconfig
Default: CONFIG
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The configuration file is described in the following section. Be sure to review Chapter 4
— Operational Issues as you plan your port assignments.

3.3 OptiMate Configuration File

The OptiMate configuration file specifies which agents are to be encapsulated, and what
to make visible to the NMS. The name of the file is specified ingdhparameter when
OptiMate is invoked. If no -c parameter is specified, the nan@ONFIG is used.
Review Chapter 4 — Operational Issues, as you plan your encapsulation strategy.

To cause Encapsulator to reread an (altered) configuration file, send the Encapsulator pro-
cess or task &UP (hangup) signal, where available, with tkid -HUP <pro-

cess_id> command. On Windows platforms use tReload Configuration

menu item in the Encapsulator window.

The OptiMate configuration file consists of one or m@&x&ENTentries, each terminated
with a semi-colon. ThAGENTentry must include 8UBTREESentry and may include
aFORWARD TRAPéntry. The overall configuration file grammar is:

[

AGENT [ON HOST <ip>] [AT PORT <port>] [WITH COMMUNITY <community>]
SUBTREES <treelist>

[FORWARD <traplist> TRAPS]

I+

AGENTentries establish which incompatible agents are encapsulated. Any agent that is
to be encapsulated must havefBENTentry. EachAGENTentry defines the host, i.e.,
processor, supporting that encapsulated agent; at which port the encapsulated agent is lis-
tening for incoming SNMP requests; and which community st@iptiMate should use

on SNMP requests sent to that agent. The ordAGENTentries is not important except

for agents that are managing the same sub-tree(s). See the following sub-section on this
point.

The AGENT HOSTentry provides either the encapsulated agent's hostname or its IP
address. If the HOST entry is omittgdptiMates own host is the default. Note this is
different from the host parametdr on the command line, which specifies the host of
OptiMatés master agent, th@ptiMasterAgent.

The AGENT PORTentry states the encapsulated agent's SNMP listening port. This must
state the port the encapsulated agent is configured to listen at, Siptihdate can cor-
rectly forvard NMS SNMP requests. If the PORT entry is omitted, the SNMP port in in
include/ame/portnums.h is used. Note this port is different from the SNMP port
parameters on the command line, which specifies the fptiMate uses to issue its
SNMP requests, the port to which the encapsulated agfentsits SNMP responses.

OptiMate uses theAGENTCOMMUNIT¥ntry to code a community string in all SNMP
request messages it sends to the encapsulated agentCOMBIUNIT¥ntries in the
OptiMasterAgent configuration file may need to be adjusted, since authorization is first
performed by thé@ptiMasterAgent.) If the community string is incorrectly stated, the
encapsulated agent will ignore some or all of the incoming requests (possibly issuing an
authentication trap). The community string may be given as a quoted or unquoted string
or in hexadecimal format. THROMMUNIT¥ntry may be omitted entirely, in which case
“public " is used.
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The detailed grammar of the items in the AGENT entry is:

AGENT [ON HOST <ip>] [AT PORT <port>] [WITH COMMUNITY <community>]

ip = <hostname> | <ipaddr>
ipaddr n= <d>.<d>.<d>.<d>
d n= 0 ..255

port = 1 . 65535

community =  <string> | <hexstring>
hexstring ::=  Ox<hexdigits>

The AGENTSUBTREESntry establishes which of the sub-trees managed by the encap-
sulated agent should be made visible to, i.e., manageable by, the NMS. For an encapsu-
lated agent’s sub-trees to be visible to the NMS,SUBTREESist must include those
mounted sub-trees’ object idQptiMatewill register each listed sub-tree with the master
agent, making it available for NMS-issued GETs and SETs. In order to have traps for-
warded from an encapsulated agent, include botBtH&TREESntry for that agent and

one FORWARD TRAPEntry for any agent on that agent’s host. Encapsulator forwards
traps for every agent on a single host using the F@RWARD TRAPS8ntry for any
agent on that host. Any subsequERIRWARD TRAPé&Ntry for any agent on that host is
ignored. TheSUBTREESreelist consists of one or more object ids, separated by com-
mas. The grammar f@8UBTREESs:

SUBTREES <treelist>

treelist = <oid> | <oid>, <treelist>
oid = <decimal> | <decimal>.<oid>
decimal = 0 .. 4294967295

The firstFORWARD TRAPSntry for all agents on a host defines which traps sent by
encapsulated agents on a host will be forwarde®piyMateto Encapsulator's Master
Agent. Since any otheFORWARD TRAPS®ntries for agents on that same host are
ignored, include only one such entry for all encapsulated agents on that hosEARAo
WARDRAPSentry is provided for a host, Encapsulator forwards none of the traps emit-
ted by any encapsulated agent on that host. The entry may take one of four constructions.
If all traps emitted by any agent on that host should be forwarded, the entry should con-
sist of ‘FORWARD ALL TRAPS If none of the host's agents’ traps are to be for-
warded, the entry should consist FORWARD NO TRAPS If only certain type®f

traps are to be forwarded, the entry should consiSEORWARD ONLY <kindlist>

TRAPS, where ‘kindlist " is the list of the kinds of traps to be forwarded. alf

traps except certain typed traps are to be forwarded, the entry should consiFFOR-

WARD ALL EXCEPT <kindlist> TRAPS ", where kindlist " is the list of the

kinds of trapsOptiMate will omit when forwarding traps it receives. (TIMANAGER

entry in the Master Agent'’s configuration file controls the ultimate trap destination.)

The grammar for FORWARD TRAPS is:

[FORWARD <traplist> TRAPS]

traplist := ALL | NO | <onlylist> | <exceptlist>
onlylist = ONLY <kindlist>
exceptlist = ALL EXCEPT <kindlist>
kindlist = <kind> | <kind>, <kindlist>
kind 1= <enterprise> | <enterprise> <generic>
enterprise = ANY | ENTERPRISE <oid>
generic = coldStart | warmStart | linkDown | linkUp |
authenticationFailure | egpNeighborLoss | <specific>
specific = enterpriseSpecific (<s>)
S = <d> | <range>
d = 0..255
range n= o <d> .. <d>
The sample filesubagts/encaps/src/wrk/CONFIG illustrates how to set up a

configuration that encapsulates a MIB-Il agent on the same hd@3ptddate and the
OptiMasterMaster Agent. The master agent will manage the SNMP group. The sample,
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extracted below, will almost certainhotwork in your environment unless you change it!
If you omit the-c command line parameter, tREONFIGfile is used.

Sample OptiMate Config File for MIB-II agent

It will be responsible for
the first 8 groups of MIB-II.

The agent is listening at port 1161.

It will accept SNMP requests with “public”
community string.

It is on the same host as OptiMate
OptiMate is to forward all of its traps.

HHFHHFHFHFHFHHH

AGENT AT PORT 1161 WITH COMMUNITY public
SUBTREES 1.3.6.1.2.1.1,

1.3.6.1.2.1.2,

1.3.6.1.2.1.3,

1.3.6.1.2.1.4,

1.3.6.1.2.1.5,

1.3.6.1.2.1.6,

1.3.6.1.2.1.7,

1.3.6.1.2.1.8
FORWARD ALL TRAPS;

The two configuration filEFORWARD TRAPE&ntries below are independent examples of
trap filtering, illustrating how the grammar may be used.

1. FORWARD ALL EXCEPT
ENTERPRISE 1.3.6.1.2,
ENTERPRISE 1.3.6.1.7 coldStart,
ENTERPRISE 1.2.3.4.5.6.7.8 enterpriseSpecific 1..100
TRAPS

2. FORWARD ONLY
ANY coldStart,
ANY linkUp,
ENTERPRISE 2.3.4.5.6.7.8.3 enterpriseSpecific 777,
ANY linkDOWN TRAPS

3.4 Managing Multiply-Mounted Sub-Trees

If a sub-tree is registered more than once, two SMUX mechanisms control which regis-
tration takes precedence, priority numbers assigned at registration time, and the status of
each registration. How these impact multiply-mounted subtrees is explained below.

When a sub-agent, includi@ptiMate mounts, or registers, a sub-tree, that sub-tree reg-
istration gets an SMUX priority. The later the registration, the lower the priority number,
and the higher the priority. If more than one sub-agent registers the same sub-tree, the
most recent registration gets a lower priority number. The lower the number, the higher
the priority. The priorities may be viewed through variables in the SMUX MIB, under
1.3.6.1.4.1.4.4. See RFC 1227 for more information. You will see an SMUX

row for theOptiMatesub-agent, and one for each encapsulated agent.

Each sub-tree registration has a status (“valid” or “invalid”) associated with it. If there
are multiple registrations of the same sub-tree, management of the sub-tree will go to the
sub-agent whose registration has the highest priority (the lowest priority number) of those
with valid status.
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3.4.1 Sub-Trees Mounted by More than One Encapsulated Agent

As OptiMatereads theAGENTentries, it registers the sub-trees listed in SWBTREE

entry. A sub-tree listed in a lat&«GENTentry will be registered with a higher priority

than one listed earlier. If the same sub-tree is mounted by more than one encapsulated
agent, the lasAGENTentry’s sub-tree is the one visible to the NMS. You can control the
priority by changing the order of tieGENTentries. The order in which the agents are
invoked, or whether they are executing, is irrelevant.

3.4.2 Sub-Trees Mounted by both the OptiMaster Agent and an Encapsu-
lated Agent

Often, an encapsulated agent manages MIB-II, including the system group and the SNMP
group. TheOptiMasterAgent's internal sub-agent also manages those two groups. Since
the OptiMasterAgent is invoked befor®ptiMate the OptiMasterAgent’s groups will be
registered before the encapsulated agent’s groups. Therefore, the encapsulated agent’s
registered system and SNMP sub-trees will get higher priority, thus making them visible
to the NMS rather than the sub-trees registered bppit#MasterAgent. Then, should
OptiMatebe terminated, its sub-tree registrations are deleted, thus leaviOgtiMaster

Agent’s registrations with the highest active priority. T@ptiMaster Agent will thus

take over management of the sub-tree(s), WtiMateis restarted and re-registers its
configured group(s).

If it is desirable instead, to have t@ptiMasterAgent manage one or both of these MIB-
Il groups whileOptiMateis active, omit those groups from tkiptiMate configuration
file.

3.4.3 Sub-Trees Mounted by an Encapsulated Agent and a Sub-Agent

If both an encapsulated agent and a custom sub-agent mount, or register the same sub-
tree, the order in whicbptiMateand the sub-agent are invoked will determine the regis-
tration order and therefore the management priority, and ultimately which manages that
sub-tree. If both registrations have status “valid” and the managing sub-agent (which
might beOptiMaté is terminated, that respective registration is removed, and the remain-
ing registration will now have the highest priority, switching management to the remain-
ing sub-agent until the previously managing sub-agent is restarted.

3.5 The OptiMate MIB

OptiMateis managed through its own enterprise MIB, defined in concise MIB format in
the fileproxy.smi  in subagts/encaps/src/wrk . This enterprise MIB group has
the1.3.6.1.4.1.442.1.2 object identifier. The first three variables in the MIB are
the SNMP timeout, the trap listening port and the SNMP sending port values (O if
defaulted) provided on the command line inthe -t and-s parameters:

timeout
trapPort
snmpPort

The next variablepadTrapSources , refers to traps thaOptiMate received from

agents on hosts not supporting any encapsulated agents, due to inconsistent port defini-
tions. Traps that were received from encapsulated agents but that were badly formed are
counted irbadTrapSyntaxes

badTrapSources
badTrapSyntaxes
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Following these is the alienTable describing the encapsulated agents, or “aliens”. The
columns are shown below. ThéenEntrylndex is a number assigned to the agents

in the order of théAGENTentries in the configuration file. (This index is distinct from

the index in the SMUX table.plienEntrylp , alienEntryPort andalienEn-
tryCommunity  are taken from the configuration filRGENT entry. alienEn-
tryCommands counts the number of SNMP requests t@atiMate forwarded to the
agent according to the SUBTREES entaijenEntryResponses counts the SNMP
responses received. If the encapsulated agent is not responding because the community
string is incorrectalienEntryResponses will reflect this. alienEntryTrap-

Forwarding is a code representing the typeR®ORWARD TRAPS8ntry provided in

the configuration file — ALL traps (1) ; NO traps (2) ; ALL EXCEPT certain traps (3) ;
ONLY certain traps (4) are being forwarded.

Traps received by Encapsulator are counted on a host basis, so the trap PDU counts
shown for the first encapsulated agent on a host reflect the total for all agents on that host.
(If port configuration is inconsistent, some of these traps may have been sent by unencap-
sulated agents.alienEntryDiscardedTraps counts traps that were received from
agents on that host but were filtered out according to thecF@RWARD TRAPS8ntry

for encapsulated agents on that haslienEntryForwardedTraps counts those

that were forwarded on to the Master Agent.

alienEntrylndex
alienEntrylp
alienEntryPort
alienEntryCommunity
alienEntryDiscardedTraps
alienEntryForwardedTraps
alienEntryCommands
alienEntryResponses
alienEntryTrapForwarding

ThesubtreeTable  follows, representing the managed, or mounted, sub-trees as listed
in the configuration file and the sequence number of the encapsulated agent that manages
that sub-tree.

subtreeEntryOid
subtreeEntryAlien

Following subtreeTable  in the MIB is thetrapTable , giving the trap filters for

each encapsulated agent, determined from the configuration file. The table is indexed by
the sequential number of the encapsulated agent and an index for each trap kind listed in
the FORWARD TRAPS8ntry for that agent. Thi&lin and Max variables represent the
lowest and highest values of the generic and enterprise-specific trap types that match their
respective filters in the trap kind list. For example, if F@GRWARD TRAPSntry is
“FORWARD ONLY ANY warmStart TRAPS ” then trapEntryMinGeneric and
trapEntryMaxGeneric would be “17; if it were FORWARD ONLY ANY
linkDown TRAPS " thentrapEntryMinGeneric andtrapEntryMaxGeneric

would be “2". For both entriestrapEntryMinSpecific would be “0" and
trapEntryMaxSpecific would be “2147483647", since no filtering on specific trap
values was specified.

trapEntryAlienindex
trapEntrylndex
trapEntryEnterprise
trapEntryMinGeneric
trapEntryMaxGeneric
trapEntryMinSpecific
trapEntryMaxSpecific
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Chapter 4 — Operational Issues

As a summary of configuration and start-up, and to aid in trouble-shooting, this chapter
reviews some configuration and start-up issues that may affect operation. (In trouble-
shooting, first verify that bot@ptiMate™ and the encapsulated agents are executing on
their intended hosts.) Figure 4 below reviews the command line parameters and the
entries in the configuration file. Command line parameters are shown in standard font,
while relevant configuration file entries are showrestry>

snmp req
timeout-w

traps

encapsulated agent’s
host<host>

OptiMasterAgent hosth

OptiMateconfiguration filg

AGENT ON HOST <host> AT
PORT <port> WITH
COMMUNITY <>
SUBTREES <>
FORWARD <> TRAPS

Figure. 4 OptiMatecommand line parameters and configuration file entries

4.1 Port Assignments

An encapsulated agent must be defined iIAGENTentry in theOptiMate configuration

file. The port at which the executing encapsulated agent is listening for SNMP requests
must be identical to the SNMP port specified for that agent in the AGENT entry in the
configuration file. This is different from the SNMB port command-line parameter,
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which is the porDptiMate sends SNMP frqgrand the port at whicB@ptiMate listens for
returned SNMP responsé®m encapsulated agents.

Omitting the agent SNMP port in tii@ptiMate configuration file will cause the listening

port to be assigned from tleclude/ame/portnums.h file. This is the same file

used the generate ti@ptiPro run-time library used bpptiMasterand other sub-agents

use when port assignments are defaulted. Therefore it is dangerous to default SNMP port
numbers in th@ptiMate configuration file. Also, the default port is usually privileged,
requiring super-user permission foptiMate

The OptiMate MIB variable alienEntryPort represents, for each encapsulated
agent, the porDptiMate is sending its SNMP requests to, as specified inABENT
PORTentry. TheOptiMate MIB variablestrapPort  andsnmpPort show the ports
designated o®ptiMatés command line witht and-s , respectively.

OptiMateports, whether selected explicitly on the command line, or defaulted, need to be
reviewed carefully for conflict with ports being used by other networking applications

the same hostThese include, but are not limited @ptiMaster other agents, and the
NMS. Be aware thaDptiMasterretrieves its port selections first from its configuration

files, then frometc/services , and finally from theéDptiPro default configured when
the run-time library was built, based partnums.h in include/ame . Many NMS
also useetc/services to identify ports to use.

Also, be sure that th@ptiMatecommand designates the sa@gtiMasterAgent SMUX
listening port as your own sub-agents do. (L@ptiMaster each sub-agent built with
PATROL® SNMP Toolkit tools defaults to use first its respective hdettgser-
vices entry, and then thportnums.h  entry).

If encapsulated agents are not participating as expected, look for port assignment errors
or conflicts.

DO NOT ATTEMPT TO ENCAPSULATE THE OptiMasterAGENT!!

4.2 Host Assignments

The host on which the encapsulated agent is executing must match the host specified (or
defaulted) in theAGENT HOSTentry for that encapsulated agent, in the configuration
file. The default host for an encapsulated agefpsMates host. TheOptiMate MIB
variablealienEntrylp represents the host for each respective encapsulated agent, as
specified in theAGENT HOSTentry. Note the host command-line paramekterrepre-

sents the host of th@ptiMasterAgent thatOptiMate uses, not the host of any encapsu-
lated agent.

4.3 Community String Assignments

Each SNMP request includes a community string for authorization purposes. Each
AGENT COMMUNIT¥ntry states the string th@iptiMate places in the requests sent to
that agent. Agents ignore requests arriving with unauthorized strings (some circum-
stances will result in authentication traps being generated).OptiMate MIB variable
alienEntryCommunity represents the string assigned for an encapsulated agent, as
specified in theAGENTentry for that agent. ICOMMUNITYvas not provided, gub-

lic " will be used.

OptiMasterreceives the SNMP requests. These are forwarde@ptidlateto the encap-
sulated agents. The original community stri®gtiMasterreceives is not passed through.

You may need to augment the curr@®MMUNIT¥ntry in OptiMastefs configuration

file to accept community strings used for SNMP requests targeted at encapsulated agents.
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4.4 Sub-Tree Accessibility

There is sSSUBTREEentry for eaclAGENTentry in OptiMatés configuration file, indi-

cating which sub-trees of that agent should be registeredgiiMaster and thus made

visible to the NMS. The values are available in @@iMate MIB table SubtreeEn-

try . If other encapsulated agents and/or custom sub-agents mount, or register, the same
sub-tree, the most recent registration takes priority. See the previous chapter’s section on
this subject for more detail.

Incorrect port assignments (see the previous section) can make a sub-tree inaccessible.
Of courseOptiMateand the managing agent must both be executing for encapsulation to
work.

4.5 Trap Filtering

The port at whiclDptiMateis listening for traps (specified usifAg on OptiMates com-

mand line and recorded irapPort  in OptiMatés MIB) must match the port to which

all encapsulated agents are sending traps. If the trap port is not specified on the command
line, no traps will be received, therefore no traps will be forwarded. Also beware of port
conflicts, as mentioned above.

If there is noOFORWARD TRAPE&Ntry specified in that agen?®SGENTentry, or for any
other encapsulated agent on that host, no traps will be forwarded. If tHeOFRWARD
TRAPSentry for agents on that host is incorrect, the results will be incorrect.

If any agent on a host is encapsulated, traps will be accepted and filtered from every agent
on that host, whether encapsulated or not. If none of the encapsulated agent entries for
that host's agents haF®ORWARD TRAPE&ntry, no trap received from any agent on that
host will be forwarded, whether encapsulated or not.

The MANAGERNtry inOptiMastefs configuration file may need to be adjusted to com-
plete the trap-forwarding process correctly.

The OptiMateMIB has several variables that represent the active configuration as well as
the current trap counts, as mentioned in the previous chapter’s section on the MIB:

badTrapSources traps from agents on hosts with no
encapsulated agents

badTrapSyntaxes badly formed trap PDUs

alienEntryDiscardedTraps  all traps filtered out for that host
(shown

alienEntryForwardedTraps traps forwarded
alienEntryTrapForwarding  type of FORWARD TRAP list
TrapEntry table columns indicate the filters in effect

4.6 Multiple Variable Bindings on a SET

A single SNMP SET request is permitted to contain multiple variable bindi@gs-
Mastercoordinates SMUX sub-agent requests and responses so that if one variable can’t
be set, none of them are set, even if multiple sub-agents are involved. However, since
SNMP protocokannot support atomicity across two or more agents, atomicity cannot be
preserved across encapsulated agents. In other words, encapsulating SNMP agents can-
not in itself add functionality not available under SNMP.
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Chapter 5 — Customizing OptiMate

OptiMate™ is provided in source form so it may be customized if necessary. The config-
uration file structure can be altered easily since it is processed by a front@piiMate

that works off a defined grammar. Also, it might be desirable to chapg®lates MIB.

If you do customizéptiMate be sure to chang®@ptiMatées object id (in filesmain.c
andproxy.smi ) to use your own enterprise id rather than that of the PEER Networks
division. Please contact PEER Networks division Technical Support for assistance.

5.1 Using lex and yacc to Define Configuration File Processing

OptiMatés parsing logic is not hard-coded, but resides in files generated usitex the
andyacc tools. The grammar of the configuration file and/or its processing logic may
be customized if you have accesdew andyacc . Thelex input file aliencfg.l

defines the tokens of the file, while tyecc input file aliencfg.y specifies the pars-

ing rules. If you modify either of these files, rebuidtiMate by rerunningmake. The

lex andyacc output fileslexyy.c ,ytab.c andytab.h (see the next section) are
automatically recreated and used to rebOitiMate

5.2 Changing OptiMate’s MIB

OptiMatés MIB in concise MIB template form is in the fifroxy.smi , described in a
previous section. If you should need to change the MIB definition, modify the object ids
for the MIB and forOptiMateand rerurmake for OptiMate TheMakefile  will cause

the MIB compiler in devtools/gdmoc to recreateproxy.h and rebuild the
executable.
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