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ONCS PROJECTS Oct 1999 – Mar 2000

Near Term Projects (<3months)

1. ONCS Core Projects:

· Arcnet: 

· Arcnet performance and speed issues: JH

· ArcnetServer:

· Make asyncronous operation within Run Control: CW

· Add persistency to avoid unnecessary downloads: JH/CW

· DCM:

· Upgrade DCM monitor, add status and error monitoring: ED

· Support for multiple partitions in a DCM crate and interface to the run control: ED/MLP/CW

· Pamette interface: support as required by the user: MLP

· GTM:

· Add phase locked loop to avoid jitter: SA/JM

· Add change of cntN and all delays within the modebit files: SA

· Event Builder:

· ONCS control layer of the event builder with error and data monitoring: ED

· DD Pool

· DD network transfer: measure performance from remote hosts to DD: CW

· Make DD system CINT friendly: MLP

· Implement byte swapping and event retrieval from remote DD hosts: MLP

· Define a first version of  Phenix specific tags for the events in the DD pool: ALL

· DDLogger:

· Test (untested) logging off DD pool with multiple loggers: CW

· Propose scheme for handling single runs with multiple files: ALL 

· RCF Interface:

· SA and MLP will evaluate the options and make a proposal by early November. The intent is to agree on a hardware "shopping list" by early December.

· Liaison for the Gigabit network connection to RCF: MLP

· ONCS Messaging System

· Implement server side: ED/MLP

· Test NT port: MLP/ED

· Online Monitoring Framework:

· Coordination and support for subsystem migration to ONCS monitoring framework: MLP

· Nameserver/EventNotifier: ED

· Nameserver: add persistency

· Upgrade event delivery mechanism

· RunControl: CW

· Add GUI

· Expand scripting capabilities

· Implement changes to support new ArcnetServer, DCM group operation, etc

· PartitionServer: SA


Development and integration into GL1 and event builder

2. General Computing Environment:

· LAN issues in 1008

· Connection between crate controllers and phoncs0: SA

· Network performance between PCs and phoncs0: CW

· Network connection upgrade for phoncs0 to handle 20 Mby/sec trf from ATP to phoncs0: Will have to be dealt with as part of the RCF buffer interface

· BASIC software module: MLP in contact with SM for fixes

· Make 1008 its "own world": compilers, DNS, …: : HJK

· Upgrade to Orbix 3.0: ED

ED will test his software on the new release and if successful we will start using it

· OrbixWeb 3.1:

ED will test his software on the new release and if successful we will start using it

· VxWorks/Tornado 2.0 

ED will test his software on the new release and if successful we will start using it

· AutoConfig:

We decided to start using autoconfig for the BASIC module. MLP will provide an example and then tutor the members of the group on how to use it. Packages other than basic can migrate to the new scheme on a as-needed-as-time-allows basis.

3. Ancillary Systems:

· High Voltage: LE/CW
· Maintain and expand HV software as subsystems get turned on
· Increase crate controller memory and test operation of large sets of HV modules with increased memory
· Populate Ryan's HV database

· LV Adam Control: LE

· Maintain main magnet control software: ED

Longer Term Projects (>3months)

· Implement RCF interface: purchase the specified hardware and install it

· Implement file handling system between PHENIX and RCF

· Databases:

· Run information database

· Hardware configuration database

· Configuration database

· RHIC Interface to reading run time accelerator parameters: 

