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1.	OVERVIEW





The purpose of this document is to define a functional specification of the PHENIX Serial line interface





2.  System Purpose





The purpose of the PHENIX serial link is to provide a communication path between the PHENIX on-line computer system (ONCS) and the front end modules (FEM) of the PHENIX detector system.  The ONCS will use the serial link to initialize the FEMs with all the information which is required by those modules prior to the execution of a data collection run.  The initialization data is expected to include all programs, configuration information, and all parameters, constants, and calibration values which are required to correctly initialize the front end modules for the current run. 





The serial link may also serve as a means for the ONCS to verify the correct configuration of the front end modules as sell as to monitor certain run time components.  The extent to which these later functions are implemented will be determined as the design of the front end modules and the on-line computer system develops.








3  Implementation Plan





3.1  System Architecture 


 


The serial link will consist of a set of ARCNET networks and will connect the on-line computing system to the front end modules of the PHENIX detector system.  The ARCNET system will be partitioned to provide independent control and monitoring of each detector subsystem.  Each PHENIX detector will require at least one independent ARCNET network.  Physical partitioning, the quantity of modules requiring initialization and integration issues may dictate that greater than one network for some detector subsystems will be required.  Although the ARCNET network permits up to 255 nodes per network, it is expected that due to performance considerations , each network will be limited to approximately 75 nodes.





3.2  Physical Implementation





The interface of the on-line computers system to the serial network will be through a set of VME industry pack modules.  Each of these modules will house a single ARCNET node.  The IP packs will be housed on mezzanine boards which are mounted on a Motorola MVME 162 module.  Each 162 board will support up to 4 IP packs.  Each 162 module occupies a single slot in a 21 slot VME crate.  The 162 boards each have a Motorola 68040 CPU running at 25 MHz.  They will each be running a copy of the VxWorks operating system.  A socket based communication protocol will be developed for communication between the on-line computing system and the 162 modules.  This communication will exist over an ethernet network.  The front end module implementation of the ARCNET nodes will be through a single chip integrated micro controller and network interface. This chip is the COM20051 from Standard Microsystems. is based on the 8051 micro controller architecture.  The physical media for the ARCNET implementation at PHENIX will be via COAX or RS485 twisted pair cable.





3.3  System Description





ARCNET has been selected as the network media for support of the PHENIX serial link.  This technology has been used extensively in the process control fields and is a stable and reliable media for control functions.  ARCNET is a token ring protocol which provides reliable transfer of variable-size data packets over twisted pair, coax or fiber-optic media.


The network can be configured in either a star or a multidrop serial configuration of up to 255 stations per ARCNET link.  The network will transfer data packets of up to 507 data bytes at a rate of 2.5 M bits per second.. 





Data packets may be either broadcast for receipt by every node on the network or addressed to a particular node.  The network protocol provides for positive acknowledgment of packets sent between nodes.  Flow control is provided by the ARCNET protocol by requiring a free buffer enable response for every transmission.  Each node is permitted to transmit one token of data per access to the network after which each node is required to pass the token and the permission to access the network to the next logical node in the network. The token ring in an ARCNET link is automatically configured upon network initialization and is reconfigured dynamically as stations enter and leave the network.  Network reconfiguration occurs whenever a token is lost. 





4  Development Plan





The development of the Serial link will require the development of a prototype for the Front End Modules and for an interface to the on-line computing system.


The development of the front end prototype will take place at Lawrence Livermore Lab. The end result of this will be a prototype ARCNET node which is based on the Standard Microsystems COM20051 integrated micro controller and network interface chip.  The development of the interface between the on-line computing system will take place at Brookhaven National Laboratory.   This development will require the purchase of the MVME 162 modules and the Greenspring TIP815-10 ARCNET IP pack with the COAX interface.  A VxWorks driver is being purchased from Greenspring to speed up the development process.  Procurement is expected to be 4 to 6 weeks.  An ARCNET  software development package will be purchased for installation on a PC.  This software package, along with an AT bus based ARCNET node will provide a target platform from which to test the on-line control hardware and software.





4.1 Development Cost





The hardware development cost for the serial link includes the following:








component�
desc�
COST�
quantity�
total�
�
mvme 162�
VME CPU�
3200�
1�
3200�
�
TIP815-10�
ARCNET IP pack�
492�
5�
2460�
�
TIP815SW-42�
VxWorks driver�
594�
1�
594�
�
TIP815-EK�
eng kit�
271�
�
1271�
�
controllink�
software dev package�
490�
1�
490�
�
at ARCNET�
ARCNET node�
490�
1�
490�
�
COM20051�
controller�
�
�
�
�
�
�
�
�
�
�






4.2  Development Schedule





The procurement of the initial IP packs, 162 modules and development environment will take 6 to 8 weeks. Orders are expected to be placed at the end of March 1995.  The definition of the software protocols will continue during the procurement time up until approximately June 1995. It is expected that the initial development of software sufficient to send initialization data and receive responses to data queries will continue through October 1995.  The development of the front end module prototype will commence in parallel with this effort.  The first on-line implementation of this network is expected to take place in the second quarter 1996.  It is expected that the detailed definition of the communication protocol between the on-line system and the front end modules will continue to be developed during calendar 1995.  





5. Functional  Specifications





All communication between the on-line computing system and the front end modules will be initiated at the request of the on-line system. The front end modules will act as slaves to the ONCS master.  The purpose of this requirement is to simplify the communication protocol between the ONCS and the front end modules and to ensure that the  on-line system knows the state of the PHENIX detector at all times.  In PHENIX, the ONCS run control system will control  and determine the state of operation of the detector at all times.  System components can only change state at the request of run control.  This arrangements ensures that no system component be in a state which can affect the system outcome without run control knowing about it.  No front end module will exchange information or issue commands over the serial link directly with another front end module.





6. Performance Requirements





The serial link shall provide sufficient bandwidth to be capable of initializing all front end modules in the PHENIX detector system within 5 minutes from a cold start configuration.  The response time for any single command from the ONCS to a front end module is a deterministic function of the number of active nodes on the network, the network clock rate and the response time of each node.  This will not be greater than 45 ms times the number of nodes per network.





7. Operational Requirements





The serial link will be required to coordinate its access to the front end modules.  It is from the sequencer that the state of the front end modules are


determined.  The serial link must be capable of carrying out its primary function of initializing, and modifying the downloadable parameters in the front end modules without interfering with the run time operation of the phenix detector.  To achieve these goals the serial link will be allowed access to the front end modules only when the mode bits as defined by the sequencer permit such an action. There are two mode states ‘download’ and ‘get next command ‘ which will allow the front end modules to execute functions which are sent over the serial link. The ‘ download state’ will permit the front end modules to receive downloadable parameters over the serial link.  The ‘get next command’ will allow the front end modules to retrieve and execute the next available command.  The difference between these two is that in the download state a series of download functions can be executed without requiring an explicit handshake on every command.





An explicit requirement of the serial link is that its operational state not affect the ability of the PHENIX detector to run.








7.1  Monitoring functions





The role of the serial network to provide  monitoring or diagnostic capabilities has not been determined at this time.  From the point of view of the on-line control system it would be desirable to be able to read back downloadable parameters in order to verify that the download operation has been completed correctly.  If this function is not supported by the front end modules then some other means of verifying the state of the front end modules should be provided.  The extent to which the serial link can be used for monitoring functions is determined to a large extent by the ability of the front end modules to support such functions.





8.  Communication Protocol





A proposal for the communication protocol is based on the anticipated functions which the front end modules will provide.  The overall design allows for an as yet undefined set of commands which will be executed by the front end modules. It may be that all the modules will not provide identical functions. The intention is to provide a command field within the data packet which is interpreted by each front end module.  Each command may be addressed to a particular component within the front end module.  This may be for downloading initialization values for instance. The data associated with particular components may contain a variable quantity of initialization data.  This is addressed by a size field in the communication protocol.  It is not known at this time how the front end modules will handle data for components the data for which does not fit in one data packet.  One possible solution is to provide a sequence field in the data packet which is used to identify the quantity of data arrived. Another is to have the front end module count the data as it arrives.  Each data packet will be addressed to an individual front end module as part of the ARCNET protocol.  Specific address information therefore does not appear in the communication protocol.  The size and content of the  protocol components has not been determined at this time.





Data Packet Format





byte			label			function


0-3�
command�
function to be executed�
�
4-5�
sub address�
fem component address�
�
6-9�
data size�
quantity of data elements�
�
10-507�
data�
data field�
�
�
�
�
�
�
�
�
�
�
�
�
�



