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Abstract

We present measurements from events with two isolated prompt photons in pp collisions at
v/¢ = 1.8 TeV. The data were accumulated to an integrated luminosity of 4.3 pb™'. Dominant
backgrounds to prompt photons are single neutral mesons decaying into multiple photons,
which are dissociated from jets. To subtract the backgrounds, the photon identification
by the lateral shower profile measured with the strip chamber embedded in the central
electromagnetic calorimeter is applied to the data. We obtain 49 + 15(stat) *75(syst) events
in the final diphoton data set. The diphoton events include 1.8 4+ 0.6 jets with transverse
energy of 4.5 £ 1.9 GeV on average, but no large missing transverse energy. Thus the
two-photon system have transverse momentum of 5.1 + 1.1 GeV/c on average. The event
topology of diphoton production is comparable with that of W boson production. The cross
section for photons with transverse momentum pr in the range of 10 < pr < 29 [GeV /(]| is

95 4 28(stat) T55(syst) pb. The differential cross section, measured as a function of py of

each photon, is about 3 times what a next-to-leading-logarithm calculation predicts.
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Chapter 1

Introduction

Hadrons, the generic term for mesons and baryons, have an interaction stronger than the
electromagnetic interaction. This interaction is referred to as the strong interaction. Inves-
tigation of the strong interaction began with the spectroscopy of hadrons. The spectroscopy
of hadrons has lead us to the quark model which classifies various hadrons in terms of con-
stituent quarks which are fermions with a quantum number referred to as flavor. The quark
model must give quarks another quantum number called color so that two quarks with the
same flavor in a hadron can be in the same spin state. The deep inelastic scattering of
leptons off nucleons also showed that nucleon is made of constituent particles called partons
which are consistent with quarks and massless gluons. Quantum chromodynamics (QCD)
describes the strong interaction in terms of the quantum field created by color charges which
both quarks and gluons carry. The theory is constructed on the analogy of Quantum elec-
trodynamics (QED). The coupling ag of the strong interaction becomes weaker at a shorter
distance, so that partons are confined within a hadron and are almost free as long as they
stay inside a hadron. The feature of the asymptotic freedom allows an application of the
perturbative techniques to QCD calculations of hard scattering of partons involving a large

momentum transfer.

Experiments of parton scattering normally involve observation of partons in the final
states. The color charge of outgoing partons scattered off a hadron causes the vacuum po-

larization and creates many hadrons with no net color charge. This disintegration process
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called fragmentation or hadronization adds more complications, not advantageous to study
QCD. Because the kinematics of a scattered parton is determined only by observing final
state hadrons coming from the parton, which is called a jet, it depends heavily on jet recon-
struction algorithm. Also energy resolution of a hadron calorimeter is worse than that of
an electromagnetic shower counter. These two factors make the jet final state ambiguous.
In contrast with jets, one can study QCD much better by observing photons. Furthermore,
the lowest-order subprocesses are limited to two for double prompt photon production (see
Appendix A), while subprocesses for jet production are numerous. Thus several experiments

have studied the double prompt photon production in hadron-hadron collisions [43, 44].

In 1982, R806 collaboration reported the first evidence of the diphoton production in
hadron-hadron collisions at the CERN Intersecting Storage Rings (ISR) [1]. They observed
31+ 16 events of the process pp — 4+ X in which both photons have transverse momentum
pr > 3 GeV/c at the center-of-mass energy /s = 63 GeV. The cross section was

d’o

dydM Y

= 80 + 40 pb/(GeV/c?)

0

for the range of invariant mass 8 < M < 11 [GeV/c?. In addition, they measured the
ratio of the cross section of the diphoton production to that of the Drell-Yan electron pair

production, which was
o(pp — 77)

=17+1
o(pp — ete™)

for pr > 3 GeV/c.

The Axial Field Spectrometer (AFS) collaboration studied the process pp — vy + X at
v/8 =63 GeV at the CERN ISR in 1986 [2]. They observed 23 + 11 events of the diphoton

production. The cross section was

d’o

dydM v

= 0.55 + 0.27 nb/(GeV/c?)

0
for 4 < M < 6 [GeV/c?] and the range of rapidity |y| < 0.5. The ratio of the cross section
of the diphoton production to that of the Drell-Yan electron pair production was

o(pp — 77)

= 4.0 £ 3.0
o(pp — ete”)
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for pr > 2 GeV/e.

In 1985, NA3 collaboration reported the diphoton production by incident positive and
negative beams (7% and p) at 200 GeV/c interacting with a carbon target at the CERN
Super Proton Synchrotron (SPS) [3]. They observed the first experimental evidence for the
diphoton production in pion-nucleon interactions. They measured the cross section, which
was

o(rC - yy+ X)=122+0.35nb
for pr > 1.8 GeV/c and —0.4 < y* < 1 in the rest frame.

WAT0 collaboration searched the diphoton production by 280-GeV/c #~ beam on a
hydrogen target at the CERN SPS in 1989 [4]. They observed 138 + 23 events of the

diphoton production. The cross section was
o(r"po>yy+X)=54+9 pb

for pr > 3.0 GeV/c and pr® > 2.75 GeV/c. In 1990, WAT0 collaboration presented the
correlations of the two photons [5]. They measured transverse momentum of the photon pair

(k1). The mean value of kr was

(kr) = 1.29 + 0.10 GeV/c.

UA1 collaboration reported six candidates of the diphoton production at the CERN pp
collider at /s = 630 GeV in 1988 [6]. They obtained the cross section

0,y =38+ 19 4+ 10 pb

for pr > 12 GeV/c and |y| < 3.

In 1992, UA2 collaboration also presented a measurement of the cross section for the
diphoton production at the CERN pp collider at /s = 630 GeV [7]. They took the data
corresponding to an integrated luminosity of 13.2 pb™', and they obtained 58.24 13.4 events
of the diphoton production for pr > 10 GeV/c and |y| < 0.76.

The comparison of these various experiments is shown in Table 1.1 together with the

experiment that we present in this thesis.
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Experiment V5 [GeV] | pr™® [GeV/c] | zp™® | M [GeV/c?
R806 PP 63.0 3.0009 [8<M<11
AFS pp 63.0 2.00063 | 4<M<6
NA3  (n%,p)C 19.4 1.8 0.186 | M > 3.6
WAT70 T p 22.9 3.00262 | M >5.75
UA1 PP 630.0 20.0 | 0.063 M > 24
UA2 PP 630.0 10.0 | 0.032 M > 20
This experiment 1800.0 10.0 | 0.011 M > 20

Table 1.1: Various experiments are compared concerning the center-of-mass energy, minimum

p1, minimum zp(= 2py/4/s), and mass range.

In this thesis we present the result of yet another data set obtained from proton-antiproton
collisions at the center-of-mass energy /s = 1.8 TeV. The data were accumulated to an
integrated luminosity of [£dt = 4.3 pb™'. We can study the diphoton production at lower
z1(= 2pr/4/s) than previous experiments. Comparison of the measured cross section with
theoretical predictions is another important motivation of this experiment. A theoretical
prediction [45] is shown in Figure 1.1. This is the lowest-order QCD calculation, and is
described in Appendix A. The experimentally reachable region in pr is also indicated in
Figure 1.1. We could in principle separate gluon contribution to the cross section from that
of quarks at extreme low pr. Unfortunately, our lower end of pr is limited by the trigger
rate, and therefore no such clear separation is possible. The upper end is limited by the
integrated luminosity. Thus we can investigate the diphoton production within the range of

pr from 10 GeV/c to about 25 GeV/ec.

The plan for this thesis is as follows: In Chapter 2, the experimental apparatus is ex-
plained. In Chapter 3, the data acquisition, reduction, and definitions of several quantities
used in this analysis are described, and the efficiency of the event selection is estimated. In
Chapter 4, the identification method for photons is described, and the systematic uncertain-

ties are discussed. In Chapter 5, the final event selection is described, and the acceptance
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E ——  Born + Box Vs = 1800 GeV E
: 1 " — - q+q - y+7 (Born) In| < 0.9
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Figure 1.1: A theoretical prediction of the diphoton production including the two lowest-
order diagrams (see Appendix A) is shown to indicate the py range measured in this experi-
ment. The lower limit is bound by the trigger rate in data acquisition, while the upper limit

comes from the integrated luminosity.
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for diphoton events is estimated. Furthermore, the background subtraction to get diphoton
events is explained, and the statistical and systematic uncertainties are discussed. The back-
ground subtraction is based on the photon identification method described in Chapter 4. In
Chapter 6, the event topology and the cross section of the diphoton production are discussed.

Finally, this study is summarized in Chapter 7.

In addition, there are three appendices: In Appendix A, theoretical predictions of the
cross section for the diphoton production are summarized. The theoretical predictions are
compared with the data in Chapter 6. In Appendix B, the missing transverse energy signif-
icance is explained. This quantity indicates likelihood of normal QCD events for a data set.
The missing transverse energy significance for the diphoton data is discussed in Chapter 3.
In Appendix C, the luminosity calculation to get the cross section from number of diphoton

events is described.



Chapter 2

The Experimental Apparatus

A brief description of the accelerator complex at Fermilab is presented. The CDF detector
located at BO straight intersection of Tevatron consists of a large number of components.

We describe these components relevant to this thesis in somewhat more detail.

2.1 The Accelerator Complex

The particle accelerator complex which makes proton-antiproton collisions at Fermilab con-
sists of five stages. In the Cockcroft-Walton, a large DC voltage accelerates negative hydro-
gen ions to 750 keV. The Linac which is a 500-feet long linear accelerator accelerates the
negative hydrogen ions coming from the Cockcroft-Walton to 200 MeV. The two electrons
are stripped off the negative hydrogen ions. Protons are injected into the Booster which
is a synchrotron with a radius of 250 feet located in a tunnel 20 feet below the ground.
The protons accelerated by the Booster to 8 GeV are injected into the Main Ring which
is a synchrotron with a radius of 1 km, and are accelerated to 150 GeV. The Main Ring
consists of water-cooled magnets operated at room temperature in an underground tunnel.
The Tevatron which consists of superconducting magnets cooled by liquid helium to 4.5 K
lies under the Main Ring. The protons are accelerated to 900 GeV in the Tevatron. An

overview of the accelerator complex is shown in Figure 2.1.
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Figure 2.1: A schematic view of the FNAL accelerator complex is shown.
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The Main Ring is also used to produce antiprotons. A pulse of 2x10'? protons accelerated
to 120 GeV in the Main Ring are introduced to an antiproton production target every 2
seconds. About 107 antiprotons produced in the target are collected in a Debuncher ring
and is made more dense by a process called stochastic cooling. The antiprotons accumulated
in the Accumulator ring are cooled further. The Debuncher and Accumulator rings are
operated at 8 GeV, the same energy as the Booster. Very dense bunches of antiprotons
are extracted from the Accumulator ring, and are injected into the Main Ring at 8 GeV.
The antiprotons are accelerated to 150 GeV in the Main Ring. The antiprotons circulate
counterclockwise in the Main Ring and the Tevatron, whereas the protons circulate clockwise.

Antiprotons passed down to the Tevatron are accelerated simultaneously with protons to 900

GeV.

Beam momentum P 900 GeV/c
Radius p 1000 m
Number of bunches Np 6
Number of protons N 7.0 x 10'° /bunch
Number of antiprotons N 2.5 x 10 /bunch
Transverse emittance (p) €95 25 m mm mrad
Transverse emittance (p) €g5% 18 # mm mrad
Beta ¢} 0.5 m
Initial lifetime T 20 hours
Luminosity L 1.8x10% cm %!

Table 2.1: Summary of beam parameters corresponding to the best typical performance of

the Tevatron collider.

Summary of Tevatron beam parameters is shown in Table 2.1. The emittance including
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95% of the beam particles, €959, is written as
€959% = 1.967 - € (2.1)

where € denotes the transverse emittance described in Appendix C. We can calculate the

luminosity £ from those beam parameters. The accelerator luminosity £ is given as

c NN
2 mc?

where symbols are defined in Table 2.1. This formula is also mentioned in Appendix C. The
luminosity £ was typically 1.8 x 10 cm™2s~! during the 1988-1989 collider run.

2.2 The CDF Detector

A schematic view of the CDF detector is shown in Figure 2.2. The origin of the standard
CDF coordinate system is the center of the CDF detector, which is the nominal interaction
point. The positive Z axis is in the direction of the proton beam which runs from the west to
the east at B0 straight intersection where the CDF detector is located. The positive Y axis
is vertical. The positive X axis points out of the Tevatron ring. The polar angle 8 is zero
along positive Z axis. Instead of the polar angle, the pseudorapidity = —1In tang is often
used. The azimuthal angle ¢ is zero along the positive X axis and increases from the positive
Y axis to the negative Y axis. The radius R is defined as a perpendicular distance from the
Z axis, that is, the beam line. The standard CDF coordinate system is left-handed. Because
the kinematics is described by the transverse momentum, pseudorapidity, and azimuthal
angle, the CDF detector is approximately cylindrically symmetric, and the segmentation is

roughly uniform in pseudorapidity and azimuthal angle.

The CDF detector consists of a central detector and two identical forward /backward de-
tectors. The central detector is made up of the superconducting solenoid coil, steel magnet
yoke, tracking chambers, electromagnetic shower counters, hadron calorimeters, and muon
chambers. The forward/backward detectors are consisting of segmented time-of-flight coun-
ters, electromagnetic shower counters, hadron calorimeters, and muon toroidal spectrome-

ters. In this chapter, we describe briefly each individual component of the CDF detector.
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Figure 2.2: Cross section through a vertical plane of one half the CDF detector. The detector

is symmetric about the midplane and roughly symmetric around the beam axis.
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2.2.1 Tracking Chambers

There are three separate tracking systems in the CDF central detector. These tracking sys-
tems are inside the superconducting solenoid coil. Immediately outside the beam pipe, eight
small vertex time projection chambers (VITPC) track charged particles and give good point-
ing in the 6 direction to determine the event vertex. The central tracking chamber (CTC) is a
large cylindrical drift chamber with excellent spatial and momentum resolutions, and is used
to measure charged tracks in the central region. The central drift tubes (CDT) with high
resolution charge division surrounding the CTC provide a correlated R¢-Z measurement. In

the following, we describe briefly each individual component of tracking systems.

Vertex Time Projection Chamber (VTPC)

The VTPC [9] comprises of eight separate time projection chambers which are mounted
end-to-end along the beam direction. The 287-cm total length of the chamber covers well
the long interaction region (07 ~ 35 cm). The VTPC contains a total of 3072 sense wires for
the measurement of track coordinates in R-Z, and 3072 pads for the measurement of track
coordinates in R-¢. Each module has a central high voltage grid that divides it into two
15.25-cm long drift regions. At the end of each drift region there are proportional chambers
arranged in octants. Each octant has 24 anode sense wires and 24 cathode pads. The active

area of the chamber extends from R = 6.8 cm to R = 21 cm.

Since particles detected by the calorimeters and other tracking chambers first pass through
the VTPC, a considerable effort is made to minimize the mass of the VTPC and the beam
pipe. The beam pipe, inside the VTPC, consists of a 5.08-cm diameter beryllium tube, with
a wall thickness of 500 pm. The amount of material traversed is lowest over the angular
region of full coverage by the CTC (50° < 6 < 130°). In this region a particle on average
passes through less than 3.2% of a radiation length before entering the CTC. A photon can
interact with the material and create an electron and a positron. The probability of the

photon conversion is less than 2.5%.

The Z position resolution per hit is about 200 gm near the sense wires and about 550
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pm for the longest drift times. The impact parameter of tracks with the primary vertex has

the RMS of about 0.3 cm.

Central Tracking Chamber (CTC)

The CTC [10] is a 138-cm radius, 320-cm long cylindrical drift chamber which allows precise
momentum measurements in the angular region 40° < § < 140° (|| < 1). The chamber
contains 84 layers of sense wires grouped into 9 superlayers. Five of the superlayers consist
of 12 axial sense wires. Four stereo superlayers consist of 6 sense wires tilted by £3° relative
to the beam direction. The position resolution for each hit is better than 200 ym in R¢
and 6 mm in Z. The momentum resolution is better than §pr/pr? < 0.002(GeV/c)™'.

By using the constraint that the track originates at the interaction vertex, the improves to

§pr/pr? < 0.0011(GeV /c)~L.

Central Drift Tube (CDT)

The CDT [11] consists of three layers of 3-m long, 1.27-cm diameter stainless steel tubes
mounted on the outer cylindrical surface of the CTC, and just inside the superconducting
solenoid coil. High accuracy R¢-Z information for tracking charged particles at a radius of
140 cm is obtained by making both drift time and charge division measurements. Typical

resolutions are 200 gm in the azimuthal direction (R¢) and 2.5 mm in the beam direction

().

Superconducting Solenoid Coil

The CTC which is in a uniform 1.4116-T magnetic field oriented along the beam direction
provides precise momentum determination for charged particles produced in the central
region. The magnetic field is produced by a 3-m diameter 5-m long superconducting solenoid
coil. The overall radial thickness of the solenoid coil is 0.85 radiation length. The thickness
can not be ignored to study the fluctuation and shape of electromagnetic showers in the

central calorimeter. When the central calorimeter is tested with the test beam, the coil
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simulator is put in front of the central calorimeter.

2.2.2 Calorimeters

All calorimeters in the CDF detector have projective tower geometry. The towers point at the
nominal interaction point, that is, the origin of the CDF detector. Each tower is separated
into two components in depth. In each tower, an electromagnetic (EM) shower counter is
placed in front of a corresponding hadron (HAD) calorimeter. Each EM calorimeter has
depth enough to contain an EM shower induced by an energetic electron or photon. Hence
both energy of an electron and that of a photon are measured only with an EM calorimeter.
While energy of a jet which is a collection of hadrons is measured with both EM and HAD
calorimeters. Calorimeters in the CDF detector are summarized in Table 2.2 with respect
to the n coverage, tower size Anp X A¢, and energy resolution o/E which is described as
a function of the energy F measured in GeV. An operator symbol @ used in the energy
resolution indicates a square root of addition in quadrature as a ® b = Va2 + b2. In the

following, we describe each calorimeters.

Component 7 range An x A¢ o/E
CEM In| < 1.1 0.11 x 15° | 13.5%/+/E sin 8 & 2%
PEM 1.1< |g| < 2.4 | 0.09 x 5° 28%/VE ® 2%
FEM 2.2 < g/ <4.2| 0.1x5° 25%/VE ® 2%

CHA/WHA | |p|<1.3 |0.11x15° | 75%/vEsinf ® 3%
PHA 1.3<|g] <24 | 0.09 x 5° 90%/vVE & 4%
FHA 2.2 < |p| <42 0.1x5° 130%/VE & 4%

Table 2.2: Every calorimeter is summarized with respect to the 5 coverage, tower size An x
Ag, and energy resolution o/E. An operator symbol @ means a @b = v/a? + b%. The energy

resolution is described as a function of the energy E measured in GeV.
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Central Electromagnetic Calorimeter (CEM)

The CEM [12] covers the region of 39° < 6 < 141° (|p| < 1.1) and 27 in ¢, and consists of
48 modules which surround the superconducting solenoid coil. Each module covers 39° <
6 < 90° or 90° < 6 < 141° and 15° in ¢. The end plates of the § boundary are made of
1-inch thick iron, and the skin of the ¢ boundary is f’—G—inch thick steel. An inner aluminum

base plate begins the CEM at a perpendicular radius of 68 inches from the beam line. Its

3

5 inch. The average thickness is

normal 1 inch thickness is reduced in pockets down to
only 0.55 inch. 31 layers of 5-mm thick scintillator are assembled to form 10 projective
towers, each subtending 0.11 in 5 and 15° in ¢. Towers are numbered from 0 to 9 as |Z]
of the tower center increases as shown in Figure 2.3. 30 layers of i-inch lead are inserted
between scintillators. In order to maintain both a uniform radiation length thickness up to a
proportional strip chamber embedded in each module and a uniform total thickness, as the
polar angle varies, acrylic is substituted for lead in certain layers for towers. The thickness
up to the proportional strip chamber from the aluminum base plate is 5 X, and the total
thickness is 18 Xy. X is a unit of the radiation length, and is equivalent to 6.37 g/cm? (0.56

cm) for lead. The energy resolution for electrons is well described as a function of both the

energy measured in GeV and the polar angle.

== % ® 2% (2.3)

The proportional strip chamber (CES) is inserted inside the stack between the eighth lead
layer and the ninth scintillator layer in each module, and covers all ten towers. A three-piece
aluminum extrusion is used as a base to form the cells which are 0.250 inch deep by 0.239
inch wide. 62 anode wires are strung in the beam direction in the cells and ganged together
in pairs except for two edge wires. The logical channel width is 1.453 cm. The wires are
divided at tower 4 and 5 boundary giving a total of 64 channels per module. The strips are
copper-backed 11—6 inch PC boards. The 128 cathode strips are oriented perpendicular to the
wires. The width is 16.67 mm for towers 0 to 4 (69 strips, 6.16 < Z < 121.16 [cm]) and
20.07 mm for towers 5 to 9 (59 strips, 121.16 < Z < 239.56 [cm]). The position resolution is

typically £2 mm for 50 GeV electrons.
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Figure 2.3: Schematics of a module of the central electromagnetic calorimeter is show to-

gether with the local coordinate system.



CHAPTER 2. THE EXPERIMENTAL APPARATUS 17
End Plug Electromagnetic Calorimeter (PEM)

The PEM [14] covers 1.1 < || < 2.4 and 27 in ¢. Each of the two modules consists of four
quadrants of A¢ = 90° each. Each quadrant consists of 34 layers of proportional tube arrays
with 2.7-mm thick lead absorber panels. The tube array are sandwiched by front and rear
G-10 PC boards. Pads are etched on one side directly facing the tube array on the front
G-10 PC board. In the polar angle, the segmentation is Ay = 0.09 between 1.41 and 2.4 in
7, and smaller for 1.1 < |p|1.41. The azimuthal segmentation is A¢ = 5°. Longitudinally
cathode pads are ganged together at each of the polar coordinates (7, ¢) into three projective
towers. The first segment contains the first 5 layers, the second segment the next 24 layers,
and the third segment the last 5 layers, respectively. The total thickness is 18 X in the Z

direction. The energy resolution is described as

o 28%
i 9 2.4
E- vE 2 (24)

where the energy E is measured in GeV.

Besides the pads, the first 10 layers of the second longitudinal segment have strips of two
types on the rear side G-10 panels. The patterns are orthogonal to each other. The five
odd-numbered layers have -strips which are 32 arc-shaped stirps of Ay = 0.02 stretched
by 30° in ¢, and the remaining five even-numbered layers have ¢-strips which are 30 radial
strips of A¢ = 1°. The coverage of these strips in polar angles is limited to the region of
1.2 < || < 1.84. All five 0-strips are ganged together in depth at the same (7, ¢) coordinates
also forming well defined projective towers. The ¢-strips are also ganged in the same way
as the O-strips. The 6- and ¢-strips are useful for determining the center position of an EM

shower in the region where the pad size is as large as the EM shower size.

Forward/Backward Electromagnetic Calorimeter (FEM)

The FEM [15] are located approximately 6.5 m from the interaction point and enclose the
beam pipe at either end of the CDF detector. Each calorimeter consists of 30 sampling layers,
each of which is composed of a 0.48-cm thick lead sheet and a chamber of gas proportional

tubes. The total thickness is 25 X in the Z direction. Each cathode pad subtends 0.1 in 7,
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and 5° in ¢. The pads are ganged longitudinally into towers with two depth segmentations,
both of which are 15 layers thick. The cathode pads are scaled in size every other layer so
that the resultant towers project back to the nominal beam-beam interaction point. The

energy resolution is described by

0'_25%

E VE

where E is the energy measured in GeV.

® 2%, (2.5)

Central and Endwall Hadron Calorimeter (CHA and WHA)

The CHA and WHA [16] covers the polar angle region of 30° < 6 < 150° (|p| < 1.3) and
2w in ¢. The hadron calorimeter in the central region consists of 48 modules of the CHA
and 48 modules of the WHA. Each hadron calorimeter module is divided into projective
towers, each covering approximately 0.11 in 7 and 15° in ¢, matching those of the CEM.
This segmentation is fine enough that a jet will normally spread over more than one tower.
The CHA module, covering polar angles between 45° and 135°, consists of 32 layers of 2.5-cm
thick steel plate and 1.0-cm thick scintillator. The total thickness of the CHA is 4.7 A;. Ajis
a unit of the nuclear interaction length, and is equivalent to 132 g/cm? (16.8 cm) for steel.
The WHA module, covering polar angle regions of 30° < § < 45° and 135° < 6 < 150°,
consists 15 layers of 5.0-cm thick steel plate and 1.0-cm scintillator. The total thickness of
the WHA is 4.5 A;. The energy resolution of both calorimeters for pions is described as

o 5%
— = — 0 3%, 2.6
E vV Esin 6 © 3% (2:6)

where E is the energy measured in GeV.

End Plug Hadron Calorimeter (PHA)

The PHA [8] covers the range of 1.3 < |5| < 2.4 with full azimuthal coverage. This calorime-
ter are composed of 20 layers of 5.0-cm thick steel plate and 20 proportional chambers which
are located between neighboring steel plates. The total thickness is 5.7 A; in the Z direction.

The signals from each cathode pad at a certain 7 and ¢ are summed together to produce
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the total energy signal for a given projective tower. Each projective tower has a size of

An x A¢ = 0.09 x 5°. The energy resolution is described as

o 90%
— = 4 2.7

where E is the energy measured in GeV.

Forward/Backward Hadron Calorimeter (FHA)

The FHA [17] covers the range of 2.2 < |p| < 4.2 with full azimuthal coverage. Each
of the forward and backward calorimeters are segmented into four independent sections.
These calorimeter segments are each composed of 27 layers of 5.0-cm thick steel plate and
27 proportional chambers which are located between neighboring steel plates. The cathode
surface of each of the proportional chambers has been segmented into 20 bins in (A = 0.1)
and 18 bins in ¢ (A¢ = 5°). The total thickness is 7.7 A; in the Z direction. Cathode pads
at a certain 7 and ¢ on each of the 27 proportional chambers form a projective tower whose
apex is the interaction point at a distance of 711 cm from the calorimeter face. The signals
from each cathode pad at a certain 7 and ¢ are summed together to produce the total energy

signal for a given projective tower. The energy resolution is described as

o 130%
—=—61 2.8

where E is the energy measured in GeV.

2.2.3 Muon Detectors

There are two systems in the CDF detector to measure muons which penetrate the calorime-
ters. In the central detector, each module contains 4 layers of muon chambers (CMU) [18]
outside of the hadron calorimeter. In each of the forward and backward regions there is a
muon spectrometer (FMU) [19] consisting of large magnetized steel toroids with drift cham-
ber planes and triggering scintillation counters. Since we are not concerned with muon
detection in this thesis, not even for calculating the missing transverse momentum, we do

not go into further detail. As described in Appendix B, the missing transverse momentum
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is solely calculated from calorimetry energy deposits. This is justified as high-pr muons are

extremely rare and its contribution is negligible.

2.2.4 Beam-Beam Counters (BBC)

There is a plane of scintillation counters on the front face of each of the forward and backward
calorimeters. These scintillation counters (BBC) [8] provide a minimum-bias trigger for the
CDF detector, and are also used as the primary luminosity monitor. The BBC have excellent
timing resolution (o < 200 ps), hence provide the best measurement of the time of the
interaction. A crude (+4 cm) measurement of the vertex position is also obtained from the
timing. The scintillation counters are arranged in a rectangle around the beam pipe. They
cover the angular region (measured along either the horizontal or vertical axes) from 0.32°
to 4.47° (3.24 < |n| < 5.88). The minimum bias trigger requires at least one counter in each

plane to fire within a 15-ns window centered on the beam crossing time.

2.2.5 Data Acquisition System

The CDF data acquisition employs extensively a FASTBUS system coupled to the front-end
electronics receiving signals from various parts of the CDF detector [21]. A special crate-
based analog front-end system called the RABBIT system [20] is developed to deal with a
large number of channels and a very large dynamic range for the calorimetry. Signals from

the tracking chambers are sent to commercial FASTBUS TDC modules.

The trigger [22] uses the projective geometry of the calorimeter towers. Both electro-
magnetic and hadron calorimeter towers are summed into a trigger tower with a size of
An x A¢ = 0.2 x 15°. This results in 42(in 5) x 24(in ¢) trigger towers for both EM and
HAD calorimeters. The signals are weighted by sin § to get the transverse energy Er de-

posited in the trigger tower.

The level-1 trigger requires that the sum of Er for all towers with Et over a tower
threshold is greater than a trigger threshold. Both EM and HAD energies, or either one can

be summed in every tower.
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The level-2 trigger starts after the level-1 trigger has accepted an event. The level-2
trigger uses the same 42 x 24 trigger towers as the level-1 trigger for clustering trigger towers
with Ep greater than a tower threshold. For every cluster a match is made to tracks found

in the CTC by the fast hardware tracking processor [23].

The level-3 trigger system is designed to execute FORTRAN-77 filter algorithms as the
last stage of online trigger selection. The system consists of Advanced Computer Programs
(ACP) 32-bit processors installed in VME crates together with VME bus control and interface
modules. Events which pass the level-3 filter algorithm are written to tapes for offline

analysis.

The system through-put is approximately a few events/s which necessitates a rather
elaborated trigger system. This is the reason for the lower limit of photon pr as already
mentioned in the introduction. Since the trigger process generates biases and affects accep-
tance of the data acquired, we describe somewhat more in detail the trigger process in the

next chapter.



Chapter 3

The Data Acquisition and Reduction

The data analyzed in this thesis were accumulated to the integrated luminosity of 4.3 pb™*
during the 1988-1989 collider run. In this chapter, the trigger process and the subsequent
data reduction are described. The trigger and data reduction efficiencies are also discussed

in detail.

3.1 The Trigger Processors

The trigger process which diphoton events should pass through in the data acquisition con-
sists of four levels. The level-0 trigger which selects inelastic collisions requires that the
BBC’s on both sides of the central detector are hit in coincidence. This is the minimum-bias

trigger. The cross section of the level-0 trigger is about 47 mb.

The level-1 trigger uses fast outputs from calorimeters for fast decisions. In order to
reduce the number of trigger towers, every two towers in 7 in the central calorimeter are
combined to form a trigger tower. There are altogether 10(in 7) X 24(in ¢) trigger towers in
the central region. Each trigger tower is divided into the electromagnetic (EM) and hadronic
(HAD) parts. The fast outputs are weighted by sin 6 to get the transverse energies (E1) in
the trigger towers. The level-1 trigger for diphoton events requires the sum of Er over all

EM trigger towers with Er of at least 4 GeV to be greater than 7 GeV. The cross section of

22
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the level-1 trigger is about 79 ub.

At the level-2 trigger, EM clusters are formed out of EM trigger towers. EM trigger
towers with Et of at least 4 GeV are selected as seed towers for finding level-2 EM clusters. If
adjacent towers of a seed tower have EM Er greater than the tower threshold of 3.6 GeV, the
towers are included into the EM cluster. Until there is no adjacent tower with EM E over the
tower threshold around the EM cluster, this clustering procedure is continued. The number
of trigger towers in the level-2 EM cluster is limited to 15 towers. Furthermore, the level-2
EM cluster is required for a ratio of the hadronic transverse energy to the electromagnetic
one, HAD/EM, to be less than 0.125. For diphoton events, the level-2 trigger requires two or
more level-2 EM clusters with EM Et greater than 10 GeV. The cross section of the level-2

trigger is about 92 nb.

At the level-3 trigger, a truncated version of the offline program is operating in ACP

processors installed in parallel, but diphoton events pass through without any cuts.

3.2 Offline Event Selection

Algorithms for finding EM clusters and CES clusters, and selection criteria for diphoton
events in the central region are described. The selection criteria consists of standard cuts
for photons and electrons and an isolation cut for background reduction. In the CES cluster
finding, a standard lateral shower profile is fitted to each CES cluster to determine the shower

center position. A measure of the goodness of fit, x?pg, is used for identification of photons.

3.2.1 EM Cluster Finding

Photons and electrons are observed as energy clusters in an EM calorimeter. EM energy
E*M and HAD energy E'AP measured in each tower are multiplied by sin § calculated from
the tower center position and the event vertex position determined with the VITPC to be
converted into transverse energies EXM and EYAP. The clustering algorithm in the central

region finds out seed towers with EXM greater than the seed tower threshold of 3 GeV, and
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adds two neighboring towers in 7 with EXM greater than the tower threshold of 0.1 GeV.
The maximum cluster size is, therefore, limited to three towers in 7 (An = 0.3) and to one

tower in ¢ (A¢ = 15°) in the central region.

The clustering algorithm requires a ratio of the HAD energy EMAP to the EM energy
E*™™ in the EM cluster, HAD/EM, to be less than 0.125 because the EM calorimeters in the
CDF detector can contain most of an EM shower. Only the EM energy of the EM cluster is
treated as the cluster energy, but the HAD energy is not taken into account for the cluster
energy. After finding CES strip clusters matching an EM cluster, which is described in the
next section, the transverse energy of the EM cluster, E1, are defined as

_ Rcgs
\/RCES2 + (Zcrs — Zvertex)?
where Rcps is the perpendicular distance from the beam line to the CES, Z¢ps is the Z

Er E, (3.1)

position of the CES strip cluster with the highest energy, Zveriex is the event vertex position
determined by the VTPC, and E is the EM cluster energy.

3.2.2 CES Cluster Finding

The lateral shower profiles projected onto the wire view and onto the strip view are observed
with the CES placed near the shower maximum in the CEM. The CES clusters are found
independently in the wire view and in the strip view. The clustering starts from a list of
seed channels with energy greater than 0.5 GeV, ordered in decreasing energy, and includes
11 channels centered on the seed channel. The CES clusters (wire clusters and strip clusters)

must match with corresponding EM clusters.

If we know the standard shower profile of photons very well, the shower profile observed
with the CES is useful for the separation of photons from the background dominated by
neutral mesons decaying into photons. Unfortunately owing to lack of a photon test beam to
learn the standard shower profile of photons, we must depend on that of electrons. Quanti-
tative arguments on the estimation of the systematic uncertainty originating from using the

shower profile of electrons instead of photons are discussed in the next chapter.

The standard shower profile in the wire view to be fitted to individual CES clusters,
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fwire, is independent of the X position (a local coordinate in the direction perpendicular
to wires) of the shower center and is symmetric about the shower center. Unlike the wire
profile fwire, the strip profile fsii, depends on the Z position of the shower center and is not

symmetric about the shower center.

The Z dependence of the strip profile comes from the geometry of the CES. When a
photon or an electron comes into the CEM at a polar angle §, the EM shower is widened
in the CES by a factor of 1/sin . This widening can be removed by a change of the Z
coordinate as Z — Z' = Zsinf. The asymmetry of the strip profile has two sources.
Secondary particles of an EM shower pass through more material when they go on the high
|Z| side of the shower center because of traveling at more leaning angles than the primary
photon or electron. Thus the high |Z| side of the shower will produce more secondary
particles. In addition, these secondary electrons and positrons will have a longer path in
the CES and will produce proportionally more ionization. These two effects makes the strip

profile asymmetric about the shower center.

In general, the strip profile can be decomposed into a symmetric profile,

1
fs(ﬁr)ip(zl) = 5 {fStrip(zl) + fStrip(_zl)} (32)

and antisymmetric profile,

PO = 5 Usenl) — Fouiol ~2) (33)

where 2’ is a position from the shower center in the Z’ coordinate. The strip profile can be

made up of the symmetric and antisymmetric standard shower profiles, fs(i?ip and fé?rgp’ as

Fourin(2') = fioho(2') + Find (2") cot 6. (3.4)

The wire and strip shower profiles, fywire and fsip, are normalized to unity. The integrals,

from —oo to 2/, of symmetric profiles in X and Z' are parameterized as shown below:

x

Ivvire(z) = Fwire(z)dz (3.5)

0.5 ||( ||)l l||< ||)]}
= ———qex 1+ aqix + gxex +
1‘|‘9X{ Pl bix qAb1X g exp byx hx by x
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S
Iétl?ip(zl) = / fStrlp (36)

_ 05 {expl [Edl (1+ Zl '|)l+gzexpl 12| (1+ 0 |z|)l}
1+gz bz bz b2z baz

The energy dependence of parameters is fairly flat. The values of parameters in the symmet-

ric standard shower profiles used for fitting to the data are shown in Table 3.1. The integral,

from —oo to 2/, of the antisymmetric profile can be parameterized as
A
Iétr)ip(zl) = / fStrlp (37)
!/
(a + b|z'|) exp [—ul . (3.8)
bs

The energy dependence of the parameters a, b, and b3, is also flat. In reality, the Equa-

tion (3.8) is only approximative and requires a correction factor

C=1+0.35exp l— 5|z | l (3.9)

cm

to better fit to the data within 5 cm from the shower center. With this, the parameters are

determined:

a = —0.026,
b = —0.022 cm™!, and
b; = 1.60 cm.

The standard shower profile, fwire, fs(fjip, and fs(?rgp, and the integrated profile, I'wire, Iéfgip,

and Iéf})ipare numerically displayed in Figure 3.1.

The standard shower profile obtained from the test beam electrons is fitted to CES

clusters by the least x* method. The energy (Ewir and Esip) and position (Xwire and

g by [cm] | by [cm)] q g0

X (Wire) | 0.311 | 0.472 | 2.065 | —0.031 | —0.044
Z (Strip) | 0.269 | 0.583 | 2.182 | —0.031 | —0.044

Table 3.1: Parameters in the CES standard integral profiles Iwj.. and Iéizipare shown.
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Figure 3.1: The lateral shower profiles and the integrals in the CES are shown: (a) fwire,
£, and FG, (b) Twire, 18),, and I§)

Strip*
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Zsirip) are free parameters in calculating x?. The final x? is calculated separately for the

strip and wire clusters as:

x: = liw (3.10)

where 7 is the CES channel index, and y; is the measured profile (either strip or wire)
normalized to unity, %, is the standard profile, and o7 is the estimated variance of the

standard profile 3;. The standard profile 3, to calculate the final x? is defined as

x?pper

5= [ ... fl@)de=I("™") —I(al™) (3.11)

lower
i

where f(z) is the standard shower profile fiwie(z) or fsuip(2'), and I(z) is the integrated
profile Iywire(z) or Isuip(2'). The standard shower profile f is integrated over the width of

the i-th channel, from z!°"*" to 2P, for 7,.

The variance o? depends on number of secondary electrons and positrons passing through
the CES. In a naive model the number of secondary particles is proportional to the primary
photon or electron energy. Therefore, the variance in the fractional number of secondary
particles in each channel of a CES cluster is inversely proportional to the energy of the
incident photon or electron, if the number of secondary particles fluctuates according to
the Poisson distribution. More realistically, the position of the shower maximum has a
logarithmic dependence on the primary energy, causing the fractional number of secondary
particles in each channel of the CES cluster to have an additional weak dependence on the

energy. The following energy scaling to form the variance is used:

0.747
10 GeV) (3.12)

oX(E) = o?(10 GeV)(

where

o7(10 GeV) = (0.026)* + (0.096)” - ¥, (3.13)

is the variance for i-th channel in the standard profile determined from the 10-GeV elec-
tron test beam. The power 0.747 in Equation (3.12) is determined from the CES response

measured in the test beam data.

The x? distributions of electrons from W decays are shown in Figure 3.2 together with

those from the QFL simulation which is a detector simulation for the CDF detector. The
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Figure 3.2: The x*’s of electrons from W decays in the data (points) and QFL simulation

(solid line) are shown: (a) X3ips (b) Xivire» and () XEps = %(thrip + X%i.)- The efficiencies

of x? cut at 4 are also shown.
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simulation includes the affects of internal and external radiation, and the actual underlying
event in W events. The efficiencies of the x? cut at 4 are also shown in Figure 3.2. This

indicates that the choice of the standard shower profile and the variance is reasonably good.

3.2.3 Lateral Tower Sharing Algorithm (LSHR)

An EM cluster in the central region is limited within three towers because an EM shower
is contained at the most in three towers, even if the event vertex position is far from the
nominal interaction point. LSHR is formulated from the three-tower sharing characteristic

obtained from the electron test beam. The definition is

LSHR = 0.14 ) M — By
¥ (0.14vE)? + (AP’

(3.14)

where the sum is over two towers adjacent to the seed tower. M} is the measured energy
in the adjacent tower. P is the expected energy in the adjacent tower from the standard
shower profile with the EM cluster energy E, the event vertex position, and the Z position
Zcgs of the CES cluster in the EM cluster. AP is the uncertainty in Py associated with a
l-cm variation in Zggs. The term of 0.144/E is the uncertainty in the EM cluster energy
due to the CEM energy resolution.

3.2.4 Isolation

The isolation is a quantity which is effective to select prompt photons against the background.
The dominant backgrounds to the prompt photons are neutral mesons such as 7°, 5, and K3
dissociated from jets produced by QCD processes. Hence the backgrounds are not isolated.
Thus, the isolation is required for both photons in the selection criteria for diphoton events.
The border isolation Iz, gcr is defined as a ratio of the sum of Et deposited in the surrounding

towers around an EM cluster to E1 of the EM cluster.

To look into the isolation distribution of photons in the data, the final selection criteria for
photon candidates, listed in Table 5.1, are applied to both EM clusters except for the isolation

cut, and only either photon candidate is required to pass the isolation cut. In Figure 3.3,
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Figure 3.3: The isolation distributions for photon candidates in the diphoton data before
(squares) and after (circles) the photon identification are shown. The isolation distribution

for the QCD backgrounds simulated by PYTHIA and QFL (solid line) is also shown.
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squares show the isolation distribution of photon candidates to which the isolation cut is not
applied. The photon candidates include true photons and the background. We can subtract
the background by using the photon identification method described in Chapter 5. Circles

show the isolation distribution of true photons to which the isolation cut is not applied.

To study the isolation distribution for the backgrounds, the single prompt photon events
are generated by a Monte Carlo event generator PYTHIA 5.4 [47, 48, 49], and those events
which include a high-pr neutral meson in the away-side jet are selected. Furthermore,
responses of the CDF detector to these events are simulated with the QFL simulation. The
same event selection criteria as the diphoton data are applied to the simulation data. The
isolation distribution for the QCD backgrounds simulated by PYTHIA and QFL is presented
by a solid line in Figure 3.3.

A significance of this distribution is that the data before the background subtraction
(squares) show a large number of excess events above the QCD background (solid line) in
the first bin. This is expected because prompt photons are better isolated than neutral
mesons dissociated from jets. The diphoton contribution to the isolation distribution makes
up this difference, and that is found only in the first bin. The isolation cut at 0.1 practically

retains all photons, while eliminating a large portion of the QCD background.

3.2.5 Selection Criteria for Diphoton Events

For the diphoton data set, events which include two or more EM clusters with Er > 10 GeV

in the central region are selected. The EM clusters are required to satisfy the following:

e Each EM cluster is associated with no track.
e HAD/EM is less than ABW = 0.055 + 0.045 x E[GeV]/100.

e LSHR is less than 0.2.

e The border isolation Iggrger 1s less than 0.1.

After these requirements, 834 events remain in the diphoton data set.
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3.3 Missing Er in the Diphoton Events

Diphoton events like ordinary QCD events are expected to have no high-pt neutrinos nor
high-pr muons whose energy the calorimeter can not directly measure. Hence the missing
transverse energy Fr, which is the vector sum of total Et over all towers, in the diphoton

event should be centered around zero. We define the missing Et significance as

S = \/?TT (3.15)

where Y E1 is the scalar sum of total E over all towers. Sx and Sy denote projection of S

onto X and Y axes, respectively. Distributions of Sy and Sy in the diphoton data selected
by the criteria for diphoton events except for the isolation cut are shown in Figure 3.4 (a) and
(b), respectively, together with Gaussian curves fitted to the data. The standard deviations
of Sx and Sy have the same value of 0.55 £ 0.01 GeVz. This value is consistent with that
observed in the 1987 collider run, which was 0.6 GeV? [30]. As mentioned in Appendix B,

the standard deviation is equivalent to an overall energy resolution divided by v/2.

Slight offsets of Sy and Sy is due to non-uniformity of the calorimeters, which is normally
corrected in our analysis. The missing Et significance S corrected for the offsets in Sy and Sy
is shown in Figure 3.4 (c). The S distribution is expected to be a bi-gaussian because the Sx
and Sy distributions are Gaussian as shown in Figure 3.4 (a) and (b). The bi-Gaussian fitted
to the S distribution is also shown by a curve in Figure 3.4 (c). The fit parameter P, shown
in Figure 3.4 (c) corresponds to the standard deviations in the Sy and Sy distributions. The
fitting is fairly good. Thus we can understand that the S distribution comes from the overall
energy resolution of the calorimeters. Figure 3.4 (d) shows the missing Ey significance S in
the final diphoton data described in Chapter 5 together with the bi-Gaussian fitted to the
data, where S is corrected by the same way as Figure 3.4 (c). The S distribution in the
final diphoton data is also consistent with the bi-Gaussian. The final diphoton data show

no deviation from the expected QCD events.
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3.4 Study of Event Selection Efficiency

To estimate efficiencies of cuts for the event selection, we use two samples which include
electrons in the central region. One of them is the sample of Drell-Yan events (¢gg — ee™),

and the other is the sample of W events (W — ev).

Events in the Drell-Yan sample are triggered by the dielectron trigger. This trigger
requires two or more level-2 EM clusters with Et > 5 GeV in the central region, each of
which is associated with a level-2 track with py > 4.8 GeV/c. One electron candidate in
each event is required to satisfy tight selection criteria, while loose selection criteria are
applied to the other electron candidate. These selection criteria for electron candidates are
summarized in Table 3.2. Positions of a track (Zcr¢ and Xc¢rc), observed by the CTC and
extrapolated to the CES, are required to agree with positions determined by the CES (Zc¢gs
and Xcps). VTCAND is a ratio of the number of hits for a track in the VTPC to the number
of channels measuring the track. Nty is the number of tracks observed by the CTC which
are associated with an EM cluster. E/p is a ratio of E7 of an EM cluster to pr of a track
associated with the EM cluster. E/p of an electron should be around unity. The fiducial
cuts reject an EM cluster when the shower center position determined by the CES is within

either area listed below:

° |XCES| > 21 cm.

° |ZCES| <9 cm.

In addition, the fiducial cuts reject a central EM cluster when the seed tower is within any

area listed below:

e tower 9 (1.0 < |p| < 1.1).

e tower 7 of the chimney module.

The chimney module contains a region in which the cryogenic dewar for the superconducting

solenoid coil is located.
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CEM cluster selection

Tight cuts

Loose cuts

N Track = 1

Fiducial cuts

|ZCTC — ZCES| < 3.0 cm

|XCTC — XCES| <15 cm

E/p< 15

X%trip <15

VTCAND > 0.2
HAD/EM < ABW

LSHR < 0.2

Nrrak = 1
Fiducial cuts
|Zore — Zogs| < 3.0 cm
| Xcre — Xogs| < 1.5 em
E/p<15

36

Table 3.2: Cuts for the Drell-Yan sample, which is used for estimating efliciencies of the

level-2 trigger, HAD/EM cut, and LSHR cut, are summarized.

Every event in the W — ev sample is required to contain one electron with large trans-

verse energy in the central region. Selection criteria of an electron candidate for the W — ev

sample are listed below:

o Bt > 25 GeV.

CEM fiducial cuts.

o HAD/EM < 0.10.

e LSHR < 0.2.

A¢ > 1.5° from wedge ¢ boundary.
|Zcte — Zerps| < 3.0 cm.

| Xcte — Xcegps| < 1.5 cm.

E/p < 1.5 if pr > 20 GeV/e.
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In addition, each event is required to satisfy the following cuts:

o Br > 25 GeV.

® |Zvertex| < 60 cm.

Each event are required to have large missing transverse energy for an evidence of a neutrino
from a W decay. When the Z position of the event vertex is far away from the center of the
CDF detector, a gap with no calorimetry appears between the plug and forward calorimeters.
Thus the Z position of the event vertex, Zycicx, must be around the nominal interaction

point.

The Drell-Yan sample is used for studying efficiencies of the level-2 trigger, the HAD/EM
cut, and the LSHR cut. The W electron sample is used to estimating the efficiency of the

isolation cut.

3.4.1 Level-2 Trigger Efficiency

The tower sizes, the thresholds for seed towers, the tower thresholds, and the limit of number
of towers for clustering are different between the level-2 trigger process and the offline DST*
production as summarized in Table 3.3. Furthermore, in the offline DST production, the
transverse energy is calculated with respect to the event vertex, while in the level-2 trigger
process the transverse energy is calculated with respect to the nominal interaction point,
that is, the origin of the CDF coordinate system. These differences give rise to inefficiency

of the level-2 trigger for photons and electrons with E1 > 10 GeV.

Electron candidates in the Drell-Yan sample is used to study the correlation between
transverse energies of a level-2 EM cluster and an offline one, EX¢**!? and Er, in the central
region. Events in the Drell-Yan sample are triggered by a dielectron trigger which requires
two or more level-2 EM clusters with Et > 5 GeV to be associated with a level-2 track

having pr > 4.8 GeV/c. Electron candidates are selected by the following cuts:

o Er >5 GeV

!'Data Summary Tape
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Threshold [GeV] | Tower size | Towers | HAD/EM
Seed | Shoulder | (An x A¢) | (7 X @)

Level 2 | 4.0 3.6 0.2 x 15° 15 x1 0.125
Offline | 3.0 0.1 0.1 x 15° 3 x1 0.125

Table 3.3: Thresholds for finding EM clusters in the level-2 trigger and those for the offline

DST production are summarized.

N Track = 1

HAD/EM < ABW

e LSHR < 0.2

o |Zocrc — Zogs| < 3.0 cm
o | Xcre — Xcgs| < 1.5 em
e E/p<15

The level-2 trigger efficiency is probability that a level-2 EM cluster corresponding to
an offline EM cluster is over the trigger threshold of EX°¥*2 = 10 GeV. This is evaluated
from the correlation between EX'*> and Er of electrons in the Drell-Yan sample. Figure 3.5
shows the trigger efficiency e o1 as a function of E1 of an EM cluster. The error bars are
statistical uncertainties. This uncertainty in the level-2 trigger efficiency gives rise to the
systematic uncertainty in the cross section for diphoton production. The level-2 trigger is

fully efficient for photons and electrons with Et > 13 GeV as shown in Figure 3.5.

3.4.2 HAD/EM Cut Efficiency

The HAD/EM cut at 0.125 applied at the clustering stage is actually loose and can be
tightened for photons and electrons. The tight cut value defined by ABW = 0.055 + 0.045 X
E[GeV]/100 is used to reduce the background further.
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Figure 3.5: The level-2 trigger efficiency is presented. The efficiency is evaluated by using

electrons in the Drell-Yan sample.
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For validity of the HAD/EM cut at ABW, electron candidates in the Drell-Yan sample
are used. Events are required for two or more electron candidates in the central region to

pass the following cuts:

o Er > 5 GeV.
e Tight CEM cuts for the Drell-Yan sample except for the HAD/EM cut.

o I(R=10.4) <0.1.

I(R = 0.4) is cone isolation which is defined as

ECone _ E
HR:&@:—lir—l (3.16)
T

where E$°" is the transverse energy in a cone centered on the EM cluster, and Ert is
the transverse energy of the EM cluster. The cone includes all towers within a radius
R = /Anp*+ A¢? = 0.4 where An and A¢ (in radian) are differences between a tower

center position and the EM cluster position in % and in ¢, respectively.

Each event in this Drell-Yan sample must obviously contain at least one electron can-
didate passing the tight HAD/EM cut at ABW but another electron candidate to which
the tight HAD/EM cut is not applied. Figure 3.6 shows HAD/EM — ABW for electron
candidates to which are not applied the tight HAD/EM cut in this Drell-Yan sample. Four
of 518 electron candidates fail the tight HAD/EM cut at ABW. The efficiency is 99.2 + 0.4%
for electron candidates with Ep > 5 GeV, where the error is the statistical uncertainty.
For high-Er electrons, we have the W — ev data collected by the Er selection which is
independent of the tight HAD/EM cut for electrons. For electrons in the W — ev data,
the efficiency of the HAD/EM cut at ABW is 0.99 £ 0.01 [32]. This is comparable with the
HAD/EM cut efficiency for low-py electrons in the Drell-Yan sample. Thus the HAD/EM
cut at ABW is fully efficient for photons and electrons with approximately 5 < Ep < 40
GeV.
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Figure 3.6: The HAD/EM — ABW distribution for electrons in the Drell-Yan sample is
shown. The efficiency of the HAD/EM cut at ABW for electrons is also presented.
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3.4.3 LSHR Cut Efficiency

The LSHR cut at 0.2 is applied to EM clusters in the diphoton event selection, but the cut
is loose for photons and electrons. To estimate the LSHR cut efficiency, electron candidates
in the Drell-Yan sample are used. Events are required for two or more electron candidates

in the central region to pass the following cuts:

o Er >5 GeV.
e Tight CEM cuts for the Drell-Yan sample except for the LSHR cut.

o I(R=0.4)<0.1.

Each event in this Drell-Yan sample must obviously contain at least one electron can-
didate passing the LSHR cut at 0.2 but another electron candidate to which no LSHR cut
is applied. Figure 3.7 shows LSHR for electron candidates to which are applied no LSHR
cut in this Drell-Yan sample. 11 of 525 electron candidates fail the LSHR cut at 0.2. The
efficiency is 97.9 £ 0.6% for electron candidates with Er > 5 GeV, where the error is the
statistical uncertainty. For high-Ey electrons, we have the W — ev data collected by the £t
selection which is independent of the LSHR cut for electrons. For electrons in the W — ev
data, the LSHR cut efficiency is 0.97 + 0.01 [32]. This is comparable with the LSHR cut
efficiency for low-E electrons in the Drell-Yan sample. Thus LSHR cut is fully efficient for
photons and electrons with approximately 5 < E1 < 40 GeV.

3.4.4 Isolation Cut Efficiency

As we have discussed in Section 3.2.4, the isolation is a useful quantity to reduce the back-
ground to prompt photons. However, even a prompt photon can be associated with back-
ground particles around itself. Such background activity is referred to as an underlying

event.

To estimate the efficiency of the border isolation cut for photons in diphoton events, we

study the underlying event in the W — ev sample in which no isolation cut is applied to
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Figure 3.7: The LSHR distribution for electrons in the Drell-Yan sample is shown. The

LSHR cut efficiency at 0.2 for electrons is also presented.
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electrons. The border E1 around photons in diphoton events is shown by circles in Figure 3.8.
Squares shows the border Et around electrons in W — ev events. Both events are simulated
by PYTHIA without the detector simulation. The border Et for the simulation is defined
as the sum of pr of particles except for a photon or an electron within the window of
An x A¢ = 0.4 x 30° centered on the photon or the electron. The expectation by PYTHIA
is that the border Et in diphoton events is similar to that in W events. This justifies the
use of the W — ev sample to study the isolation cut efficiency for photons in diphoton

events. Detail discussion on the similarity between W and diphoton productions is made in

Chapter 6.

The border Et around electrons in the W — ev sample is shown in Figure 3.9 (b).
When an electron has transverse energy of E, the efficiency of the border isolation cut at
0.1 for the electron is probability that the electron has the border Et of 0.1 x Et around
itself. The probability is estimated from Figure 3.9 (b). Thus we get the efficiency of the
border isolation cut for photons in diphoton events, which is shown as a function of E1 of a
photon in Figure 3.9 (a). The error bars are statistical uncertainties. Because the underlying
event in W events instead of diphoton events is used to estimate the efficiency, the value of

correction (1 — €g0) is taken as the systematic uncertainty in the isolation cut efficiency.
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Figure 3.8: The border Et for photons in diphoton events is shown by circles. Squares show

the border Et for W electrons. These events are simulated by PYTHIA without the detector

simulation.
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Figure 3.9: (a) The isolation cut efficiency at 0.1 for electrons in the W sample is shown.
(b) The border Er of electrons in the W sample is shown, which is used for estimating the

isolation cut efficiency.



Chapter 4

Photon Identification

The dominant backgrounds to prompt photons are neutral mesons decaying into multiple
photons, which are dissociated from jets. The event selection criteria, in particular the
HAD/EM cut and the isolation cut, reduce these backgrounds, but single neutral mesons
still remain in the diphoton data. Because two photons from a #° with pr = 10 GeV/c
separate only by 5 cm in the CES, we do not always reconstruct 7°’s from two CES clusters.
However, we can subtract the background from photon candidates statistically, because the
EM shower profiles of multiple photons, which observed in the CES, differ from those of
single photons. This photon identification can be applied to photon candidates with pr < 35

GeV/c as mentioned later.

In the central region, an additional leverage can be obtained from the CDT, which acts
almost like a preshower counter. Photon identification by a preshower counter is superior as
it is independent of photon momentum. In fact, a study showed that indeed the CDT was
capable for identifying photons of higher momentum [24, 25]. Since there are few events in
the range of pr > 35 GeV/c as shown in Figure 1.1, the CDT method, however, is not used

in this analysis.

The plug EM calorimeter (PEM) contains the strip chamber near the shower maximum,
which allows identification of photons by the same way as the CES method. Furthermore, the
PEM has not only three longitudinal segments in each tower but also an anode readout for

every layer. A measurement of the EM shower development in depth also allows identification

47



CHAPTER 4. PHOTON IDENTIFICATION 48

of photons. But photons in the plug region are not used in this analysis because the method

of photon identification with the plug EM calorimeter is still under study.

In this chapter, the identification method for photons with the CES and the systematics

are described.

4.1 Photon Identification Method

The CES provides lateral profiles of an EM shower projected onto the the Z axis in strips
and onto the X axis in wires as described in Section 3.2.2. CES strip and wire clusters, which
consist of 11 channels in each view, are found out in every EM cluster. A neutral meson, such
as m° and 7, with low pr usually generate two separate CES clusters in an EM cluster, and
can be rejected. Two photons from a neutral meson with high pr are mostly observed as a
single CES cluster. In this case, we use a statistical method to separate single photons from
multiple photons. The standard shower profiles obtained from test beam electrons are fitted
to the wire and strip clusters to get positions and energies of the CES clusters. Furthermore,
thrip and x%; . are obtained as a measure of goodness of fit. The average of x*’s for strip

and wire clusters, xapg = %(X%trip + X3ice)s is used for the photon identification.

We use the x&pq cut at x&pg = 4 to separate photons from the background. Let Ny be
the number of EM clusters which fail the 25 cut in a sample of photon candidates, and let
Np be the number of EM clusters which pass the x&pg cut in the same sample. If we know
the efficiency €0 for neutral mesons to pass the xZpg cut and the efficiency €, for single
photons to pass the xZ.g cut, we can express N and Np from the efficiencies, €0 and .,

and the true numbers of neutral mesons and single photons, W,0o and W,. The equation is

written as
NF 1-— €0 1—c¢ W.,ro
= E : (4.1)
Np €0 €y VV7
Inverting this equation, we get the true numbers of neutral mesons and photons as:
W o 1 € e, — 1 Nyp
=—\ 7 7 (4.2)

VV7 €y — Ex0 — €0 1-— €40 Np
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Contributions of systematic uncertainty in €, and €,0 to the true number of photons are as

follows:
w, _ W (4.3)
Oe, €y — €qo
oWy _ _ We (4.4)
Oe o €y — €0

When the systematic uncertainties in €, and €,0 are Ae, and Ae,o, respectively, the system-

atic uncertainty in W, is written as

AW, 1 W
= A€, )? ——Aepo)?. 4.5
i J(ae)+ (3 aen) (1.5

€y — €0

Therefore, the larger difference between €, and €0 is, the less the systematic uncertainty
of W, is. In addition, the better the signal-to-background ratio W, /W, o is, the less the

systematic uncertainty of W, is.

4.2 xips Cut Efficiency

The x&gs cut efficiencies for photons and the background, €, and €0, are determined by using
a detector simulation, because we have no photon test beam. The detector simulation (QFL)
based on actual EM shower data from test beam electrons has been developed. Test beam
data are taken at beam energies of 5, 10, 25, 50, 100, and 150 GeV. When the QFL simulates
EM showers of photons and electrons, test beam events are chosen from the test beam
runs with energy immediately above and below the given EM shower energy. Interpolation
between the two test beam energies uses the same scaling formula as Equation 3.12 which is

the overall energy dependence of the shower fluctuation observed in the test beam runs.

To simulate an EM shower initiated by a photon, the difference between an EM shower
initiated by a photon and that by an electron have to be properly taken into account. Since
the longitudinal development of photon and electron showers is slightly different, the shower
statistics and profile fluctuations are different. The photon identification relies on an accurate
accounting of the fluctuations around the mean EM shower profile. Hence an adjustment

to the fluctuations of the test beam electrons is made to obtain the expected fluctuations of
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an EM shower initiated by a photon in the QFL simulation. The scale of the fluctuations
is taken as directly proportional to the square root of the average number of secondary
electrons and positrons crossing the CES for a given EM shower energy. This number of
secondary electrons and positrons in turn is proportional to the average pulse height observed
in the CES. The CES response which is expected on the basis of the longitudinal shower
development parameterized with the I' function is used to characterize the energy dependence
of the shower statistics in the CES. The longitudinal shower development is expressed as the
development of number of secondary electrons and positrons. The number of secondaries is

given as a function of the depth ¢ by

id_N — bOé‘H 1> —bt (4 6)
Ndt T(a+t1) " °© ‘

where a and b are parameters dependent on the calorimeter material and weakly dependent

on the EM shower energy E [29]. The parameter a is written as
a=>b:(tmax + 6) (4.7)

where t,,,, is the shower maximum depth. The shower maximum for a photon shower is
deeper than that for an electron shower. The energy independent shift § in shower maximum

is taken to be zero for electrons, while that for photons is taken to be 0.6 X,.

In the following, estimations of the xZpq cut efficiencies for photons and the background

by the QFL simulation are described.

4.2.1 Photon Efficiency

The xZps cut efficiency for single photons is defined as a ratio of the number of photons
with x&gs < 4 to the number of photons with x%p s < 20 in a sample of photons. The values
have been determined at several pr’s by using photons simulated by the QFL. The efficiency

shows a weak energy dependence but is approximately 0.8 as shown in Figure 4.1.

Fortunately we can cross-check the x&pq cut efficiency obtained from the QFL simulation
with a sample of 7 mesons that two photons from an 7 decay come into adjacent towers of

an EM cluster in the CEM. Every event in the n sample is required to include at least
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Figure 4.1: x7pg cut efficiencies for photons and the background are shown. These efficiencies

are estimated by the QFL simulation.
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one isolated EM cluster in the central region. The EM cluster is required to contain two
strip clusters in adjacent towers and to contain one or two wire clusters. Each strip cluster
must be in a separate tower in the EM cluster to accurately measure the energy of both
photons. Since the two photons may overlap in the wire view, one or two wire clusters are
less restrictively required in the EM cluster. When there are two wire clusters, we assume
that the strip cluster having the highest energy is associated with the wire cluster having
the highest energy. The invariant mass of two photons is calculated from the directions of
both photons reconstructed from the positions of CES clusters and the event vertex, and the

energies of both photons measured in each tower. The 7 mass peak is shown in Figure 4.2.

We can compare only the x3;, distributions of the data and the QFL simulation because
two wire clusters may overlap. In order to remove contamination due to the background in
the 7 mass region from the x3;, distribution, the scaled x3§,;, distribution of photons in
the sideband areas is subtracted from that of photons in the 5 mass region. In Figure 4.3,
the thrip distribution of single photons simulated by the QFL is compared with that of
single photons with the average energy of 7 GeV (pr = 6 GeV/c) in the  mass region.
The comparison of the QFL simulation with the data validates the accuracy of the QFL

simulation which is used to obtain the x&.q cut efficiency for photons.

4.2.2 Background Efficiency

Because the HAD/EM cut and the isolation cut are applied in the event selection, the
background is free of jets but is dominated by single neutral mesons such as 7°, 7, and
K{. Therefore, x2g efficiency for the background depend on the particle composition of the

background.

The relative production rate of 7 to 7% 5/7° is measured by reconstructing  and =°
from two photons in the inclusive photon data. Every event in the n/7° sample is required
to include at least one isolated EM cluster in the central region. The CES cluster is limited
within 3 strips and 3 wires instead of 11 strips and 11 wires for the standard CES clusters,

0

to separate the closely spaced photons from 7" as well as 7. Three channels centered on the

shower center is expected to contain 90% of the shower energy on the basis of the standard
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Figure 4.2: Two-photon mass distribution with 11-channel CES clusters. The 5 meson peak

are evident, while the 7° peak is suppressed by the large clustering window.
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Figure 4.3: The x3;, distribution for photon candidates in the 5 mass region is compared

with simulated single photons from n — v+.
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shower profile. The EM cluster is required to contain two strip clusters in adjacent towers
and to contain one or two wire clusters. When there are two wire clusters, we assume that
the strip cluster with the highest energy is associated with the wire cluster with the highest
energy. Multi-m° backgrounds are reduced by requiring a ratio of the energy sum of extra
CES clusters to that of the highest two CES clusters to be less than 0.3. Misidentification
of single photon showers as 7° at the tower boundary is reduced by using the tower energy
asymmetry |E; — E,|/(E; — E;) where E; and E, are two tower energies in the EM cluster.
Two photons from a 7° decay have a flat distribution of the energy asymmetry, while the
energy asymmetry distribution for the misidentified single photon showers centers around
1. Thus the tower energy asymmetry is required to be less than 0.8. The reconstructed

invariant mass (M, ) is shown in Figure 4.4.

The multi-7° background in the invariant mass distribution of the n/7° sample is esti-
mated by fitting a function which consists of two Gaussians and a polynomial to the data.

The number of events in the 7 mass region (475 < M,, < 625 [MeV/c?) is
N, = 368 4+ 19.2

and that in the 7° mass region (75 < M,, < 225 [MeV/c?)) is
N =391+19.8

where the errors are the statistical uncertainties. The multi-7" background in the 5 mass
region is

B,=164.4+128 £ 10

and that in the 7° mass region is
B =101.2 £ 10.1 3

where the first errors are the statistical uncertainties and the second ones are the systematic
uncertainties in the estimated distribution for the multi-m° background. The /7° production

ration is obtained from
17/71_0: (Nn_Bn)/An
(Ve — Bo)/(Aws + 5 4,)

(4.8)
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Figure 4.4: Two-photon mass distribution using 3-channel CES clusters. The 7° and 7%
mesons mass peaks are evident. Also shown is the estimated background distribution (dashed
curve) and the sum of single photon contribution plus background (dotted curve). After

acceptance correction for 5’s and 7°’s, the 5/7° ratio is 1.02 & 0.15(stat) + 0.23(sys).
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where Ao is the acceptance for 7° — 47 and A4, is the acceptance for 5 — v multiplied
by the branching ratio. These acceptances are estimated by the QFL simulation and are
corrected to the reconstructed mass resolutions. The correction are estimated from two

Gaussians in the background fit. The numbers are as follows:

A, = (7.76£0.23 £0.72) x 10°
Ap = (8.58+0.334+0.54) x 1072

A, = (444+0.2440.28) x 107°

where the first errors are the statistical uncertainties and the second ones are the systematic
uncertainties on the correction to the mass resolutions. /7" is the production ratio of
misidentified single photons to 7%’s. To estimate v/7°, the asymmetry of two photons in the
n/m° sample to which the tower energy asymmetry cut is not applied is compared with that

simulated by the QFL. The number is
v/7® = 0.58 4+ 0.16 *5-2

where the statistical and systematic uncertainties are taken conservatively. Finally, we have
obtained [24, 25]
n/7° = 1.02 £ 0.15(stat) & 0.23(syst).

The systematic uncertainty is calculated from the statistical uncertainties on the number of
events in the data and on /7" The systematic uncertainty is calculated from the system-
atic uncertainties on Byo,B,, and v/7°, and the statistical and systematic uncertainties on

acceptances.

The K decay K§ — w7 also contributes slightly to the background to single photons,
in particular, at the high p region. For completeness of the background simulation by QFL,
this contribution is also added to the background composition. KJ’s were reconstructed in

*r~, and the KJ production ratio to charged 7 has been

the charged decay mode KJ — =
measured [26]. On the basis of this measurement and the isospin invariance, a value of KJ/n°

of 0.4 is used in the QFL simulation.

The x&:5 cut efficiency for the background is evaluated by using the QFL simulation with

the production ratio of neutral mesons 7°, 7, and K. Figure 4.1 shows the p; dependence of
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Figure 4.5: Photon candidate plus charged track mass distribution, showing the p* meson

peak used as a cross-check for the xZpg efficiency of 7°’s.
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Figure 4.6: The x2pg distribution for the 7°’s from the p* mass peak is compared with

simulated single 7%’s.
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the x&pg cut efficiency for the background. Because two photons from a 7° decay get close,
the EM showers become indistinguishable from a single shower at high py. Therefore the
Xéps cut efficiency for the background rises at high pr. As the py decreases the likelihood of
observing one photon from the 7 as a single photon increases, causing the x&yg cut efficiency
to rise as pr goes down.

O we used a sample of p* mesons

In order to cross-check the x&pg cut efficiency for =
obtained by looking for a neutral EM cluster associated with a single charged track close by.
The charged track is required to have pr > 0.8 GeV/c. The invariant mass of a neutral EM
cluster and a charged track is calculated for all such combinations in the p* sample. A clear
p* peak is shown in Figure 4.5. The x%gq distribution for 7%’s from p* decays has been
constructed by fitting the Breit-Wigner form excess above a smooth background to each bin

of the xZpg distribution for 7° candidates. The data (squares) and the simulation (dotted

line) exhibit similarly a good agreement as shown in Figure 4.6.

4.3 Systematics in Photon Efficiency

The x2pg cut efficiency for photons is evaluated by using the QFL simulation which is based
on EM shower data of test beam electrons because we have no photon test beam. It is
necessary for the accuracy of the QFL simulation to be validated. Difference in the x&pqg
cut efficiency between electrons in the W — ev sample and those simulated by the QFL is
shown in Figure 4.7 (d). For electron showers at about 40 GeV/c of pr, the QFL simulation
predicts the xZps cut efficiency to the level of 5%. Difference in the x3;, cut efficiency
between photons in the  — <+ sample and the QFL simulation is also shown, and it

constrains the systematic uncertainty at low pr of about 6 GeV/ec.

There are three sources of the systematic uncertainty for simulating photon showers: the
difference between photon and electron shower fluctuations, the difference in shower shape
between photon and electron showers, and the saturation of the gas gain in the CES. The
uncertainties are evaluated by varying each source of uncertainty in the QFL simulation,

plotting the difference between the mean x&pq cut efficiency and the systematic bound,
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Systematic Uncertainties in Photon X?}ES Cut Efficiency

[ R N N D D
[ (a) Shower Fluctuations ] (b) Shower Shape

+0.05 | e .

0.0 | b ]

i AL I !
~0.05 — | *HHWMWHF H*MWMLHMHE

00 \HMM ........... I

~0.05 | S b

+0.05 F

Absolute Change in Efficiency

AR R R RSN EPR RPRN RPRN T R B
0O 10 20 30 40 0O 10 20 30 40 50
pr [GeV/c] pr [GeV/c]

Figure 4.7: The systematic uncertainty on the photon x&pg cut efficiency is shown: (a) The
amount of statistical fluctuations in the photon shower, (b) the lateral shape of the photon
shower, and (c) the affect of CES gas saturation. (d) Two constraints on the systematic
uncertainties are shown: the difference between simulation and data for the x3,,;, efficiency
for photons from 7 — <, and the difference between the simulation and data for the xZpg

efficiency for W electrons.
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fitting a straight line to the plot, and symmetrizing the uncertainty. The three systematic
uncertainties are added in quadrature. In Figure 4.1 the overall systematic uncertainty in

the x&g cut efficiency for photons is presented.

4.3.1 Shower Fluctuations

The xZps is very sensitive to the shower fluctuations, that is, the number of secondary
electrons and positrons in an EM shower passing through the CES. The number of secondary
particles passing through the CES in a photon induced EM shower is less than that in an
electron induced EM shower because the shower maximum occurs later for a photon induced
EM shower than than for an electron induced EM shower. The QFL simulation takes account
of this difference by increasing the position of the shower maximum by § = 0.6 X,. This
change by § = 0.6 X in the shower maximum position is in reasonable agreement with an
EM shower simulation by GEANT3 [28], when the ratio of number of secondary particles
passing through the CES in a photon shower to that in an electron shower is compared [25].
The Particle Data Group estimates § = 1.0 X, for difference in the shower maximum between
electrons and photons [27]. Taking the difference between the photon x&g cut efficiency with
§ = 0.6 X, and that with § = 1.0 X, we obtain the absolute change in the x&yg cut efficiency
as shown in Figure 4.7 (a). The errors on points are statistical uncertainties. The upper

systematic uncertainty is taken as the absolute value of the lower systematic uncertainty.

4.3.2 Shower Shape

The x&gs is sensitive to the shape of the shower profile. Since the QFL simulation based
on test beam electron showers is used to estimate the xZpg cut efficiency, any differences
between photons and electrons in the shape of the lateral shower profile will change the x7 g
cut efficiency. To estimate these changes we use test beam electron showers with varying
amounts of material in front of the CES. In Figure 4.8, the x&gg cut efficiency for 10-GeV
test beam electrons as a function of amount of material in front of the CES. The first circular

point, labeled A, corresponds to the amount of material in the test beam when the data for
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Figure 4.8: The x?pg cut efficiency for 10-GeV test beam electrons (points A-D) is shown
as a function of the amount of material in front of the CES together with the expected value
(point E) and the systematic bounds for photons. The point F indicates a reasonable lower
bound. An arrow indicates the amount of material at BO and the data at the point A is
used to determine the standard shower profiles. The data at the points B and D are used to
estimate the final systematic uncertainty of x4 cut efficiency for photons with respect to

difference in the shower shape between photons and electrons.
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the standard electron shower profile were taken. As the amount of material increases, the
shape changes and the fit of the standard shower profile worsens, reducing the x7 g cut

efficiency. The change of the x?.g cut efficiency is linear as shown by the solid line.

If we decrease the amount of material from the point A, we expect the x4 to worsen
as well. We assume the same linear relation as determined when increasing the amount of
material. The point marked B corresponds to the amount of material at B0. Photon induced
EM showers have the shower maximum deeper by 0.6 X, than electron showers and so we
expect photon showers to have the xZpg cut efficiency predicted by moving along the solid
line to a point 0.6 X, less than the B0 position. The point, marked E, for photons has

roughly the same efficiency as the B0 position for electrons.

Our assumption of linear decrease with material may be wrong. A reasonable upper
bound (point A) on the x%gg cut efficiency for photons is to assume no change in the
efficiency as decreasing the amount of material, and a reasonable lower bound (point F) is
to move 1.0 X, along the line instead of 0.6 X,. These bounds on the x&gg cut efficiency for
photons are shown by dotted lines.

The difference between points B and D, which are 0.55 X, apart, gives a systematic
bound shown by the dashed lines which is more conservative than our reasonable bounds.
To estimate the systematic uncertainty we use EM shower data from the point B and the
point D in the QFL simulation. We take the difference in the xZq cut efficiency between the
two EM shower data as the systematic uncertainty. This absolute difference in the x&pq cut
efficiency is shown in Figure 4.7 (b). The errors on the points are statistical uncertainties.
The upper systematic uncertainty is taken as the absolute value of the lower systematic

uncertainty.

4.3.3 Gas Saturation

The x?pg is sensitive to the normalized profile of the shower shape, which changes because
of saturation of the gas gain. The test beam data used by the QFL simulation has little or

no saturation because it was acquired at a relatively low anode voltage HV of 1390 V. The
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effect of the saturation is installed in the QFL simulation as the correction which is estimated
for the nominal anode voltage HV of 1450 V. The correction is measured by comparing the
Xégs of test beam data acquired at HV = 1470 V with that at HV = 1390 V for test beam
electrons of 10 GeV and 50 GeV. Define x3,(E, HV) as the 80% efficient cut point in the
X&ps distribution for test beam electrons of energy E acquired with the CES operating at
the anode voltage of HV. The multiplication in 3, for gas saturation at 1470 V when going
from 10 GeV to 50 GeV is given by

X20(50 GeV, 1470 V)
B (Xgo(m GeV, 1470 V))
* 7 [x2,(50GeV, 1390 V)
(Xgo(w GeV, 1390 V))

(4.9)

We measured K in the strip view to be 1.158+0.061 and K in the wire view is 1.16640.066,
consistent within errors. Since the CES at B0 is operated at HV = 1450 V, three quarters of
the way from 1390 V to 1470 V, we reduce the affect to three quarters of its mean value and
obtain the multiplier K; = 1.1240.03 in either view. To obtain the multiplier K appropriate
for arbitrary energy, we assume a linear rise with energy as

E[GeV] — 10

K=14 & =)=

(4.10)

We simulate gas saturation affect on the x & by multiplying the fluctuations by K when
simulating electrons and photons in the QFL simulation. Since we do not know the ex-
act energy dependence between 10 and 50 GeV, we take the value of the correction as the
systematic uncertainty. The absolute difference between the x7.q cut efficiencies with and
without the correction is shown in Figure 4.7 (c). The errors on the points are statistical un-
certainties. The lower systematic uncertainty is taken to be opposite to the upper systematic

uncertainty.

4.4 Systematics in Background Efficiency

The three sources of systematic uncertainty for the photons are also a source of systematic

uncertainty for the background since the background consists of multiple photons primarily
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from the decay of #° and 7 mesons. We take into account of the shower fluctuations, the
shower shape, and the gas saturation and obtain the absolute difference in the x7 g cut
efficiency for the background as shown in Figure 4.9. They are completely correlated to the

corresponding photon uncertainties.

One additional source of systematic uncertainty is the background composition. The
dominant uncertainty comes from the production ratio of 7 to 7° mesons. Our measurement
of the production ratio is /7% = 1.02 £ 0.15 & 0.23 where the first error is statistical and
the second one is systematic. Combining both uncertainties in quadrature gives a total error
of 0.27. We therefore run the QFL simulation for the background with 5/7° = 1.02 for the
mean value of the xyq cut efficiency, and with 5/7° = 0.75 and 5/7° = 1.30 for the lower

and upper systematic bounds.

The systematic uncertainty which comes from every source is evaluated by varying the
source of uncertainty in the QFL simulation, plotting the difference between the mean x7 g
cut efficiency and the systematic bound, fitting to a straight line and symmetrizing the
uncertainty. The systematic uncertainties are all added in quadrature. In Figure 4.1 the

overall systematic uncertainty in the x&q cut efficiency for the background is presented.
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Figure 4.9: The systematic uncertainty on the background x&yg cut efficiency is shown: (a)

The amount of statistical fluctuations in the photon shower, (b) the lateral shape of the

photon shower, (c) the affect of CES gas saturation, and (d) the background composition.



Chapter 5

Data Analysis

The final event selection is described. The acceptance for the diphoton events is estimated
with a Monte Carlo event generator. The photon identification is applied to the final diphoton
data to obtain the number of diphoton events. This photon identification subtract the
background due to neutral mesons decaying into multiple photons. The statistical and

systematic uncertainties in the background subtraction are discussed.

5.1 Final Event Selection

The final event selection is required to make the photon identification effective. In the final
event selection, the CES cluster selection, the CES fiducial cut, and pr cut are applied to
the diphoton data.

5.1.1 CES Cluster Selection

To eliminate obvious multi-photon backgrounds, selection criteria for the CES clusters are
applied to CES clusters matching with each EM cluster in the diphoton data. Each of two
photon candidates is required to have at least one strip cluster and at least one wire cluster in
the CES. The strip cluster with the highest energy is assumed to be associated with the wire

cluster with the highest energy. When there is the second wire cluster, the energy EWire(2)

68
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is corrected for the incident angle §(*), which is determined by the the highest strip cluster
position ZStrip(l) and the event vertex position Zyeriex, as E'Wire(z) — EWire(2) sin ), When
there is the second strip cluster, the energy Esmp(z) is corrected for the incident angle 6(2),
which is determined by the the second strip cluster position ZStrip(Z) and the event vertex
position Zvyeriex, as E'Strip@) — E'Strip@) sin 63, In addition, E'Strip@) is divided by the mean
)

ratio <E' , and is translated into the energy equivalent to Evyje-

Each of two photon candidates in the diphoton data is required to satisfy the following
criteria for the CES clusters:
o X%trip(l) < 20.

° Esmp@) < 1 GeV, if there is the second strip cluster.

° EWire(2) <1 GeV or |XWire(2) — XWire(1)| < 7 cm, if there the second wire cluster.

Superscripts (1) and (2) indicate the highest energy CES cluster and the second highest
energy CES cluster, respectively.

The position (Xcgs and Zcgs) and xZgg of the photon candidate is defined by using
those of the highest energy CES cluster as follows:

Xces = Xwieel!). (5.1)
Zcps = ZStrip(l)- (5.2)
2 (1) 2 (1)
XWire —I_X Ti
Xbps = e T (5:3)

The selection efficiency for CES clusters is studied with electrons in the W sample and the
test beam electrons. Figure 5.1 shows the selection efficiency as a function of the energy of

an EM cluster.

Furthermore, xZy4’s of both photon candidates in the diphoton data are required to be
less than 20 because the xZpg cut efficiency is defined as probability that EM clusters with
Xégs < 20 pass the tighter cut at xgpq = 4.



CHAPTER 5. DATA ANALYSIS 70

- | T T I I | I I I I | I I I I T ]
- i
5 1.1 B ® Test beam electrons -
¢ I O W electrons i
D) B . 4
4(7), 1.0 — ¢ W electrons simulated by QFL —
2 - %o :
O B .

- @ T
% 0.9 | _
O I Qe ]
B 0.8 —
B B i
S - ® ]
g 07 .
©) B 4
£ : ®
] 0.6 ]

[ | | | | | | | | | | | | | | | | | ]

0 50 100 150

Energy [GeV]

Figure 5.1: The selection efficiency for CES clusters is shown as a function of the EM cluster

energy.
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5.1.2 Geometrical Cut

Both photon candidates must come into the CES fiducial volume in which the standard
shower profile can be properly fitted to CES clusters. The CES fiducial volume is defined in

the CES local coordinates as follows:

° |XCES| < 17.5 cm.

o 14 < |ZCES| < 217 [cm]

The acceptance of the geometrical cut for diphoton events is discussed later.

5.1.3 Kinematical Cut

The kinematical variables for a photon candidate are defined by the corrected the EM cluster
energy, the positions of the selected CES clusters, and the event vertex position. The EM
cluster energy is corrected for the non-uniformity of energy response within a tower. This
correction is based on the electron test beam data, and is accurate to within 1.1% over
the CEM fiducial region [13]. The tower-to-tower response is also corrected on the basis
of the relative response scale for each tower which is determined by comparing the E/p
distributions. A sample of about 17000 electrons with E1 > 12 GeV is used to get the E/p
distributions for all CEM towers.

By using the corrected EM cluster energy, E, together with the Z position of the selected
CES strip cluster, Z¢gs, and the event vertex Zve,icx, the pr of a photon candidate is defined

as
Rcgs

\/RCES2 + (Zcus — Zvertex)?
where Rcps is the perpendicular distance from the beam line to the CES. With the X

pr -Ec (5.4)

position of the selected CES wire cluster, X¢gs, the azimuthal angle of the photon candidate

is defined as

X
¢ =go+tan"! =" (5.5)

Rcgs
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where ¢y is the azimuthal angle of the center of the CEM module which includes the EM

cluster.

The kinematical cut requires pr’s of both photon candidates to be between 10 GeV/c
and 35 GeV/c. The lower limit comes from the level-2 trigger threshold. The higher pr limit
is bound by the ability of the photon identification by the x&pg cut efficiencies. As shown in
Figure 4.1, the higher limit turns out to be about 35 GeV/c. The higher limit of 35 GeV/c

is fortunately larger than the luminosity limit as shown in Figure 1.1.

5.1.4 Final Diphoton Data

After all these requirements for diphoton candidates, 152 events remain in the final diphoton
data set. The selection criteria for the photon candidates are summarized in Table 5.1.
Every event in the final diphoton data set includes two photon candidates satisfying those

selection criteria.

The missing E7 significance for the final diphoton data is shown in Figure 3.4 (d). The
distribution is consistent with the curve expected from the overall energy resolution, and

shows that the final diphoton data are ordinary QCD events.

5.2 Acceptance Calculation

The acceptance of the geometrical cut for diphoton events is estimated with the Monte Carlo
event generator PYTHIA 5.6 [46, 47, 48, 49]. PYTHIA is used to generate both subprocesses
of the quark annihilation (¢gg — 47) and the gluon fusion (gg — 7). Events are generated
over wider 5 range (|n| < 2.5) than the 5 coverage of the central detector and from lower pr
(pr > 5 GeV/c) than the level-2 trigger threshold. This is because the kinematics of both
photons are smeared owing to the initial parton bremsstrahlung and the kr smearing. After

generating events, both photons in each event are required to come into the central region
(In] < 0.9).

To estimate the acceptance for the py distribution, two py distributions before and after
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Trigger
Ekevel2 > 10 GeV

EM Cluster Cut
HAD/EM < 0.055 + 0.045 x E[GeV]/100
LSHR < 0.2
No track

IBorder <0.1

CES Cluster Cut

X%trip(l) <20
EStI‘ip(2) <1GeV
EWire(2) < 1 GCV or |XWire(2) — XWire(1)| < 7 cm

Xops < 20

CES Fiducial Cut
|XCES| < 17.5 cm
14 < |ZCES| < 217 [cm]

Kinematical Cut

10 < pr < 35 [GeV/(]

Table 5.1: Selection criteria for both photon candidates in the final diphoton data are sum-

marized.

the geometrical cut are compared. The first pr distribution is filled with events in which
both photons come into the central region (|n| < 0.9). The second one is filled with events
in which both photons come into the CES fiducial volume. Both pt distributions contain
both photons in each event. The acceptance is defined as a ratio of number of photons in
a pr bin after the geometrical cut to that in the same bin before the cut. The acceptance
for the pr distribution is shown in Figure 5.2 where error bars are statistical uncertainties.

This acceptance is used for calculating the cross section.

When the acceptance for the pr distribution was estimated, we used PYTHIA with
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Parton Density Geometrical Acceptance
without pt cut | with pr cut
EHLQ Set 1 0.437 £ 0.001 | 0.438 + 0.003
EHLQ Set 2 0.437 £ 0.001 | 0.437 £ 0.003
DO Set 1 0.440 £ 0.001 | 0.444 + 0.003
DO Set 2 0.438 + 0.001 | 0.442 + 0.003
Q? Definition Geometrical Acceptance
without pt cut | with pr cut
Q? = 4pr? 0.436 +£ 0.001 | 0.434 + 0.003
Q* = ipr? 0.439 £ 0.001 | 0.440 + 0.002

Table 5.2: The geometrical acceptances for diphoton events with and without the kinematical
cut are summarized. Events are generated by PYTHIA with several parton distributions and

definitions of the factorization scale Q2.

EHLQ set 1 [39] for the parton distribution and @* = pr? for the factorization scale @2, and
the kinematical cut was applied to neither photon. The overall acceptance is 0.437 £+ 0.001,
where the overall acceptance is a ratio of total number of photons after the geometrical cut
to that before the geometrical cut. When other parton distributions, EHLQ set 2 [40], DO
set 1 and set 2 [41], are employed with the factorization scale of @? = p1?, values of the
overall acceptance are about 0.44 without the kinematical cut as shown in Table 5.2. When
the kinematical cut is also applied to both photons, values of the overall acceptance are still
consistent with those without the kinematical cut. In addition, the overall acceptances cal-
culated with the factorization scales of Q% = 4p7? and Q?* = ipT2 for the parton distribution
of EHLQ set 1 are also presented in Table 5.2. Those acceptances calculated with several

conditions are consistent within the level of about 2%.

In chapter 6, we will study the correlations between the two photons by using three
kinematical variables: a ratio of pr’s of both photons, 2z; an opening angle between both

photons in the azimuth, A¢; and a vector sum of pr of both photons, k. Acceptances
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Figure 5.2: The geometrical acceptance for photons in the final diphoton data is shown as a

function of pr. Events to estimate the acceptance are simulated by PYTHIA.
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Figure 5.3: The geometrical acceptance for photons in the final diphoton data is shown as a

function of the py ratio of two photons (z). Events to estimate the acceptance are simulated

by PYTHIA.
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Figure 5.4: The geometrical acceptance for photons in the final diphoton data is shown as
a function of the opening angle between two photons in azimuth (A¢). Events to estimate

the acceptance are simulated by PYTHIA.
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Figure 5.5: The geometrical acceptance for photons passing the final event selection is shown
as a function of the transverse momentum of two-photon system (kr). Events to estimate

the acceptance are simulated by PYTHIA.
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for distributions of these kinematical variables are estimated in the same way as for the pr

distribution. The acceptances are shown in Figure 5.3, 5.4, and 5.5, respectively.

5.3 Background Subtraction

The background subtraction for single prompt photon data is simply expanded to diphoton
data. The background in the final diphoton data is statistically subtracted. The statistical
and systematic uncertainties in the background subtraction for the final diphoton data are

discussed.

5.3.1 Diphoton Identification Method

The photon identification method for single prompt photon data described in Section 4.1 is
simply applied to diphoton data. Every event in a diphoton event sample can be classified

into four cases by the x&yg cut:

e Both photon candidates fail the x&pq cut at 4.
o The highest pr photon candidate fails the x&.g cut and the second one passes the cut.
e The highest pr photon candidate passes the x&.g cut and the second one fails the cut.

e Both photon candidates pass the y&pg cut.

Let numbers of events classified into each case be ngg, ngp, npr, and npp, respectively. We

define a vector n for the classification of an event in the sample as

ngr
ngp
npr

npp
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When we consider only one event in the sample, the vector » must be one of the following

four vectors:

1 0 0 0
0 1 0 0
n = , , , Or (5.7)
0 0 1 0
0 0 0 1

The event can be also classified into the following four cases:

e Both photon candidates are the background.
e The highest py photon candidate is the background and the second one is a true photon.
e The highest py photon candidate is a true photon and the second one is the background.

e Both photon candidates are true photons.

Suppose the weights of the event for each case are w, o0, wyo,, Wy, and w,,, respectively.

Then we define a vector w for these event weights as

W 00
w

w=| "7 |. (5.8)
Wy 70

Wy

If we know the x&gg cut efficiencies for photons and the background, €, and €0, we can

express the event classification n by the event weight w and the efficiency matrix E as

n = Fw. (5.9)
The efficiency matrix F is defined as
€0 (e o) gﬂ_o(l)gv(Z) gv(l)gﬁo(@ gv(l)gv(Q)
5o €0 Wen@ g0 () g e ) g (e (2) (5.10)

ENOENORPINOCRORPROENG

COPNe)

€y
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where superscripts (1) and (2) indicate the first and second highest pr photon candidates
in the event, respectively. The efficiency €, is the probability that a photon fails the x&psq
cut, and the efficiency €, is the probability that the background fails the x5 cut. These

efficiencies can be written as

e = l—eg, (5.11)
€0 = 1— €. (5.12)
Therefore, we can obtain the event weight w from the event classification » and the inverse

efficiency matrix C = E~! by
w = Cn. (5.13)

For convenience, define elements of the matrix C as

w070 w070 w070 w070
FF FP PF PP
w0y w0y w0 w0y
FF FP PF PP

(5.14)
clE oo o opy

Cer  Crp Cpp Cpp
Thus we can obtain the event weight for each event.

Next, we consider a diphoton sample such as a bin in a histogram filled with diphoton

event candidates. Define the event classification for the sample as

Nrr
N

N=| T |=%n (5.15)
Npp

Npp

where the event classification for each event, n, is summed up over all events in the sample.

The event weight for the sample is similarly written as

W00
Wieo.,
Wm0
W’Y’Y

= Zw = ZCn (5.16)
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where the inverse efficiency matrix C must be calculated event by event because the efficien-
cies €, and €,0 depend on py of each photon. Finally, the true number of diphoton events in
the sample, W.,,,, can be written by using elements of the inverse efficiency matrix C. The
summation of the event weights is separated into four terms of event classification as

W,y = wa :ZC%JFZC%JFZC%JFEC%- (5.17)

FF FP PF PF

The numbers of classified events and the event weights obtained from the final diphoton data
are shown in Table 5.3. Photons instead of events are counted for each bin. The first error
of W, is the statistical uncertainty and the second one is the systematic uncertainty in the

background subtraction. These uncertainties are described in the next section.

pr [GeV/c] | Ngp | Nep + Npp | Npp | Weopo | Wiooy + Woo W,
10 — 12 14 30 23 34 11 22412 *3
12 —15 18 49 45 33 35 44420175
15— 19 14 33 27 32 15 27418+
19 — 29 5 23 16 0 38 6+ 7 13
10 — 19 46 112 95 99 61 93+2813°
10 — 29 51 135 111 | 99 99 99429132

Table 5.3: Events in the final diphoton data set are classified by the x&pg cut. Numbers of
photon candidates classified by the xZpg cut are listed for each pr bin. Event weights are
obtained in process of the background subtraction. Numbers of photons and background

mesons are also listed for each pr bin.

5.3.2 Uncertainty in the background subtraction

The true number of diphoton events, W.,,, can be expressed as

W, = (Cig) - Ner + (CFp) - Nrp + (Cpg) - Ner + (CEp) - Npp (5.18)
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where (C77) is the average of the element C)7 (pq = FF, FP, PF, or PP) for the sample and
is defined by

2. Gy
v\ _ P4 —
(Chg) = N (pg = FF, FP, PF, or PP). (5.19)

Hence the statistical uncertainty in W.,, is expressed as

AW Staiic _ UCHE) - Ve ) + {{C) - VNee}* (5.20)

+{(CpE) - VNpr} + {(Cpp) - vV Nep}*
To estimate the statistical uncertainty in the cross section, we take the acceptance and
the event selection efficiency, A - €, into account. The event weight is corrected for the

acceptance and the event selection efficiency as

Vz0 70
w Vroy
v = = . (5.21)
A€ Vo
YT
Vryy

Then the true number of diphoton events is corrected for the acceptance and the event

selection efficiency as

o gl eal
V= Yv, =3 Sy Ty (5.22)
7r A€
This can be rewritten by using average coeflicients as
Cpp Cep Cpe Cpp
Npp Npp Npp - N, 2
VY’Y <A €> F+<A €> F+<A €> P+<A €> PP (5 3)

where the average element of the matrix C corrected for the acceptance and the event

selection efficiency is defined as

C'Y'Y
Cc Z Aliq
(Sray = 2 2%,y = FF, FP, PF, or PP). (5.24)
A . Npq ? ? ?

Then the statistical uncertainty in V., can be expressed as

(8 e + Sy o)

G v 15 )

Statistic __
AVStatistic (5.25)
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L L Statistic Statistic :
The statistical uncertainties AW__ and AV is expected to be equal to /W,
and ,/V,., respectively. In fact, the statistical uncertainties AstvtatiStiC and AVYS;‘"‘“S“C are

larger than expected uncertainties because the statistical uncertainties includes terms of

v/ Nrpp, /Npp, and +/Npp together with /Npp. We define the equivalent number of diphoton

events, N, as
Avstatistic 1
o = . (5.26)

Ve /N

The statistical uncertainty in the true number of diphoton events shown in Table 5.3 is

estimated as
W, )

AWStatistic —
Y
v,

AV;S;atiStic- (527)

To estimate the systematic uncertainty in the background subtraction, we change the
X&éps cut efficiencies for photons and background by the units of systematic uncertainties
described in Chapter 4. Let the number of diphoton events obtained with the mean xZpg
cut efficiencies be V,,, and let that with the x%pg cut efficiencies changed by the units of
systematic uncertainties be V... Then the systematic uncertainty in the number of diphoton

events is defined as

AvyS’yystematic — Vy'VI _ Vyry_ (528)

With this, the systematic uncertainty in the background subtraction shown in Table 5.3 is

estimated as

AW,YSg,Stematic — I;I//’Y’Y . Avysry}’stematic- (529)

hlal



Chapter 6

Results

The overall event characteristics are quite similar to W production process except for the
missing Ert, as expected. The missing E distribution (see Figure 3.4 (¢) and (d)) must show
the typical characteristics which are observed in the QCD processes and is already satisfied
at the early stage of event selection. In this chapter we discuss the event topology and finally
the differential cross section. The result is compared with theoretical predictions and other

experiments.

6.1 Event Topology

We first look into two kinematical variables of the diphoton events. The pr ratio of the
second photon to the leading photon, z = pr(® /p1(1), and the opening angle between two
photons in azimuth, A¢, are studied.

The z distribution is shown in Figure 6.1 together with the prediction by PYTHIA 5.6
[46, 47, 48, 49], which is normalized to the data. If only the quark annihilation and the
gluon fusion are taken into account, but if the parton bremsstrahlung and primordial kt
smearing are not considered, only the energy resolution of the CEM can contribute to the

z distribution. When both photons have pr’s of 10 GeV, the energy resolution gives rise to

85
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Figure 6.1: The pr ratio of two photons, 2, in the final diphoton data is shown. The
PYTHIA prediction normalized to the data is shown by a solid curve. A dotted curve

presents a contribution of only the energy resolution to z.
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deviation of z from z = 1. The standard deviation o, is estimated as

% _ /2 x {LS%Gﬂ%}:G.G%. (6.1)
z 10 [GeV]

If the 2 distribution contains both z = pr()/pr(™) and 2 = pr()/pr(®), the 2 distribution due
to the energy resolution of the CEM has the mean value of z = 1 with the standard deviation
of o, = 7% at most. The dotted line in Figure 6.1 shows this z distribution only due to the
energy resolution, and is scaled to the PYTHIA prediction at z = 1. The z distribution due
to the energy resolution is not as broad as the data, while the 2z distribution predicted by

PYTHIA is comparable with the data.

The opening angle in azimuth, A¢, is shown in Figure 6.2 together with the prediction by
PYTHIA, which is normalized to the data. The PYTHIA prediction is comparable with the
data. The standard deviation of A¢ is estimated from the logical distance between wires in
the CES and the radius to middle of the CES from the beam line. If the position resolution
of the CES in the X direction is assumed to be about a half of the logical wire distance, the

standard deviation o, is calculated as

1.453 cm + 2
=vV2xt _1(—'):.2°. 2
oag = V2 x tan”! (= 03 (6:2)
This naive estimation of opy = 0.32° results in a very narrow A¢ distribution around

A¢ = 180°, and is not comparable with the data.

The system of two photons in the final diphoton data has transverse momentum larger
than that predicted from the detector resolution. PYTHIA simulates not only subprocesses
but also the parton bremsstrahlung and the k1 smearing which can give transverse momen-
tum to the photon pair. The initial parton bremsstrahlung add jets in a diphoton event.
Number of jets which the jet clustering algorithm JETCLU [31] reconstructs in a diphoton
event are summarized in Table 6.1. Two jets corresponding to both photons are removed
from jets reconstructed by JETCLU. Number of jets which have corrected E1 greater than
15 GeV and come into the region of || < 2.4 is —0.07 £+ 0.12 for the final diphoton data.
The number can be compared with jet multiplicity [33] for the W data in which W’s decay
into either electron or muon, because jets are selected by the same requirements for both

the final diphoton data and the W data. The mean number of selected jets is 0.252 4+ 0.043
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Figure 6.2: The opening angle between two photons in azimuth, A¢, in the final diphoton
data is shown together with the PYTHIA prediction normalized to the data.
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Mean SO | W, AstvtatiStic Ny

Selected jets | —0.07 £ 0.12 | 0.252 | 46.1 21.8 4.45
All jets 1.79+0.60 | 1.55 | 54.5 21.0 6.73
YE° [GeV] | 8.1+£22 | 6.40 |45.8 15.6 8.59

Table 6.1: Number of selected jets, number of all jets, and the scalar sum of Et of jets in the
final diphoton data are presented. Two jets corresponding to two photons are removed from
jets reconstructed by JETCLU. The mean value with statistical uncertainty, the standard
deviation, number of diphoton events with statistical uncertainty, and the equivalent number

of diphoton events are shown for each.

for the W data. Both the final diphoton data and the W data have few jets with Et > 15
GeV.

In addition, we look into all jets in the final diphoton data. Number of all jets is 1.7940.60
for the final diphoton data. The scalar sum of E71 of all jets found by JETCLU is 8.1 £ 2.2
GeV. Therefore, there are 1.79+0.60 jets in a diphoton event, and each jet has Et of 4.5+1.9
GeV in average. This shows that a photon pair has a little transverse momentum and that

there are a few recoil jets in the diphoton event.

The transverse momentum of a photon pair, kt, is defined as
kr = [pr™ + p1®). (6.3)

The kr distribution for the final diphoton data is shown in Figure 6.3 together with that for
the W — ev data [34]. The two distributions are similar except for their absolute values.
The mean pr of Wsis pr"" = 5.024+0.43 GeV/c. The mean kt for the final diphoton data is
kr = 5.1£1.1 GeV/c, and is consistent with the mean pr"". This similarity of the kinematics
between the diphoton events and the W events supports use of the border Et distribution
of the W sample for estimating the isolation cut efficiency, because the underlying events for

the EM clusters should be also comparable with each other.

In Figure 6.4, the mean kt for the final diphoton data is compared with those measured
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Figure 6.3: The transverse momentum of two-photon system, kr, is shown by circles. A solid
curve presents the PYTHIA prediction normalized to the data. Squares shows transverse
momentum of W bosons, pr'", [34] and the band shown by two dotted curves are a NLL

theoretical prediction [35, 36, 37]. The mean values of kr and pr"" are also given.
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Figure 6.4: The mean kt’s measured in several experiments are compared with our measure-
ment. These data points are roughly proportional to In(s). The solid line is a straight line

fitted to these points.
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in other experiments. WA70 measured (kr) for diphoton events at /s = 22.9 GeV [5]. The
means py of muon pairs are measured by D.Antreasyan et al. at /s = 62 and 44 GeV in
CERN ISR [38]. UA1 reported six candidates of the diphoton production at /s = 630 GeV,
in which 0.9 £ 0.45 event of the background was expected [6]. We calculated the mean kr
from the table presenting the event kinematics by assuming equal weights for the six events.

The mean value is also shown. The mean kr is roughly proportional to In(s) as shown in

Figure 6.4.

6.2 Cross Section

We have 152 events in the final diphoton data set. The background due to neutral mesons still
remains in the data, and can be statistically subtracted by using the difference in the x&gqg
cut efficiency for photons and the background as described in Chapter 5. The background
subtraction gives a weight as a diphoton event, w,,, to every event in the final diphoton
data set. We can obtain the differential cross section as a function of a kinematical variable
X from the integrated luminosity [Ldt, the event weights w.,, the acceptance A, and the
event selection efficiency € as follows:

w.
w_ v, Yyt
dX  [Ldt-AX  [Ldt-AX'

(6.4)

The event weights corrected for the acceptance and the event selection efficiencies are
summed over all events in the range between X and X 4+ AX. Detailed discussion on
the luminosity are given in Appendix C. The event selection efficiency is a product of the
trigger efficiencies, eor) and ELzT(2), the isolation cut efficiencies, eisot) and 6130(2), and

the selection efficiency for the CES clusters, ecps'!) and ECES(Z), and is written as

e = ecusV - ecps? - eso - e1s0® - erar™® - ear® (6.5)

where superscripts (1) and (2) indicate the highest-py photon and the second photon.

Uncertainties in efficiencies of the level-2 trigger, the isolation cut, and the xg&gg cut

are taken account into the systematic uncertainty of the cross section. The uncertainty in
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pr (pr) do/dpr Uncertainty [%]
[GeV/c] | [GeV/c] | [pb/(GeV/c)] | Statistical | Systematic
10-12 | 11.1 17.5 57 | 431 —21
1215 | 13.5 11.6 46 | +45 —35
15-19 | 174 4.2 65 | +41 —29
19-29 | 27.3 0.9 109 | +64 —46
10 — 19 13.3 9.6 31 +37 =27
10 — 29 14.6 5.0 30 +40 -29

Table 6.2: The diphoton differential cross section is summarized together with the pr bin

size, the mean pr in each bin, the statistical and systematic uncertainties.

the level-2 trigger efficiency comes from the statistics of the Drell-Yan sample from which
the trigger efficiency is estimated. The uncertainty in the event selection is mainly that
in the isolation cut efficiency. For the uncertainty in the isolation cut efficiency, the value
of correction +(1 — €50) is taken because the underlying event in W events instead of
diphoton events is used to estimate the efficiency. The systematic uncertainty in the x7pq
cut efficiencies for photons and the background comes from the difference in the shower
fluctuation and the shower shape between photons and electrons, and from the saturation
of the CES gas gain. Also the systematic uncertainty in the background efliciency includes

the uncertainty in the composition of neutral mesons #°, 5, and K.

The pr distribution of photons in the final diphoton data is shown in Figure 6.5 together
with several theoretical curves. Both photons in each event are taken into account, so that
the cross section multiplied by integrated luminosity, o - fLdt, gives number of photons
instead of number of events. Inner error bars in Figure 6.5 are statistical uncertainties, and
outer ones are total uncertainties in which both statistical and systematic uncertainties are
combined in quadrature independently for either upper or lower side. The differential cross
section, the mean pr, statistical and systematic uncertainties for each pr bin are listed in

Table 6.2. The cross section of photons with py in the range of 10 < pr < 29 [GeV/(] is
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95 £ 28(stat) *55(syst) pb.

The lowest-order (LO) calculation which consists of the quark annihilation (¢gg — vv)
and the gluon fusion (gg — 77) is shown by a dotted curve and is compared with the data in
Figure 6.5. The differential cross section is integrated over the 7 ranges of || < 0.9 for both
photons. The calculation involves a parton distribution in a nucleon, which is referred to as
EHLQ set 1 [39], and takes account of four flavors in a quark loop. The following definition

of the factorization scale Q? is used for the calculation.

Q*=pr’ (6.6)

where pr is transverse momentum of either photon (pr = pr*) = pr(¥) . Since the initial
parton bremsstrahlung and the primordial k1 smearing are not taken into account, pr’s of
the two photons are equal. The solid curve presents the LO calculation including the higher-
order QCD correction which multiply each lowest-order subprocess by an approximate K

factors [51] described in Appendix A. Both predictions are lower than the data.

UA2 measured the differential cross section for diphoton production over the range of
10 < pr < 30 [GeV/c| at 4/s = 630 GeV [7]. The UA2 data is also shown in Figure 6.5.
Since the UA2 data is limited to |g| < 0.76, it is corrected to the range of || < 0.9 by
simply multiplying by an overall correction factor in order to compare with the CDF data.
The overall correction factor for the 5 coverage is the ratio of the cross section calculated
with |n| < 0.9 to that calculated with |5| < 0.76. Both cross sections are calculated by the
LO calculation at 4/s = 630 GeV, are integrated over the range of 10 < pr < 30 [GeV/c|.
The LO prediction for the UA2 data corrected to the CDF coverage is shown by a dashed
curve. The LO prediction at the CDF energy is about twice as large as that at the UA2
energy, whereas the rise of the cross section in the data is larger than that predicted by the

LO calculation.

More three types of theoretical prediction are compared with the CDF data in Figure 6.6.

e A prediction by PYTHIA is compared with the data. This calculation by PYTHIA

includes both the quark annihilation and the gluon fusion, and involves the parton
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® CDF Vs=1800 GeV
B UA2 Vs= 630 GeV
In|<0.9

do/dpy [pb/(GeV/c)]

[ VA

10 15 20 25 30
Pr [GeV/c]

Figure 6.5: The diphoton differential cross section with respect to pr is shown by circles.
The UA2 data [7] shown by squares is compared with our measurement. Two theoretical
prediction is also compared with our measurement: A dotted curve is the LO prediction,
and a solid curve is the LO calculation corrected with K factors. A dashed curve is the LO

prediction for the UA2 data.
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do/dpy [pb/(GeV/c)]

10 15 20 25 30
Pr [GeV/c]

Figure 6.6: The diphoton differential cross section with respect to pr is compared with four
theoretical predictions: A dotted curve is the LO calculation, a dashed curve is the PYTHIA
prediction, a dot-dashed curve is the PYTHIA prediction including bremsstrahlung, and a

solid curve is the NLL calculation.
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Cross section [pb]

LO calculation 20
LO corrected with K Factors 30

PYTHIA 21
PYTHIA with Bremsstrahlung 38
NLL calculation 27
CDF data 86 4 27 133

Table 6.3: Several theoretical predictions of the diphoton cross section are compared with
the data. The cross sections are integrated over || < 0.9 for both photons, 10 < pr(*) < 35
[GeV/c] for the highest-pr photon, and 10 < pr® < 19 [GeV/c| for the second photon.

distribution of EHLQ set 1 with the following definition of the factorization scale.

Cn>| g:

((pr )2 + (pr®)?) . (6.7)

N | —

Q" =

PYTHIA includes the initial parton bremsstrahlung and the primordial k1 smearing.
The differential cross section is integrated over the nrange of || < 0.9. The kinematical
cut (10 < pr < 35 [GeV/c]) are applied to both photons. This prediction is shown by

a dashed curve.

e Another prediction by PYTHIA is also shown by a dot-dashed curve. This calculation
includes the single photon production with a bremsstrahlung photon from the away-

side jet as well as the quark annihilation and the gluon fusion. A parton distribution

called HMRS B-190 [42] is employed with the following Q?* definition.
Q* =s. (6.8)

The large momentum transfer Q? for calculating the strong coupling as is transformed
as Q* — 1Q*. The differential cross section is integrated over the central 7 coverage
(|m] < 0.9). The kinematical cut (10 < pr < 35 [GeV/c]) and the isolation cut
(IBorder < 0.1) are applied to both photons.
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e The next-to-leading logarithmic (NLL) QCD calculation [52] is compared with the
data. This NLL prediction is presented by a solid curve. The differential cross section
is integrated over the central 5 coverage (|n| < 0.9). The kinematical cut (10 < pr < 35
[GeV/c]) and the isolation cut (Igorder < 0.1) are applied to both photons.

Those theoretical predictions for the diphoton cross section are summarized in Table 6.3,
and are numerically compared with the CDF data. The cross sections in Table 6.3 are
integrated over || < 0.9 for both photons, 10 < pr() < 35 for the highest-py photon,
and 10 < p1(® < 19 for the second highest-py photon. The PYTHIA predictions including
bremsstrahlung and the NLL calculation are comparable with the data. Those theoretical

predictions, however, are all lower than the data.



Chapter 7

Conclusion

We took data of integrated luminosity [Ldt = 4.3 pb™' for diphoton events in proton-
antiproton collisions at /s = 1.8 TeV during the 1988-1989 collider run. The missing
Ep significance in the data is consistent with the overall energy resolution of the CDF
calorimetry. Therefore the data is dominated by ordinary QCD subprocesses. After event
selection, we obtain 152 events of diphoton in the central region (|5| < 0.9). The background
subtraction using the lateral shower profile in the CES is applied to the data. Finally we
obtained 49 £ 15(stat) T}(syst) events of the diphoton production in the range of 10 <
pr < 29 [GeV/c]. The cross section is 95 + 28(stat) T53(syst) pb. The diphoton events
exhibit parallels to W boson production in many regards; the degree of isolation of electrons
from W decays and that of photons, the number of jets produced in association, and recoil
momentum against the associating jets. The only difference is in the cross section, which
is approximately 100 times larger than the W production. Another important observation
is that the diphoton production process is totally comparable with the QCD calculation,
except for the numerical discrepancy in the cross section. The measured cross section is
from 2 to 3 times larger than any calculation which we compared with the data. This is an
interesting question from the theoretical stand point of view, but no obvious explanation for
the difference is yet found. The shape of the differential cross section is well reproduced by

the QCD calculation, and we observed no anomalies or deviations from QCD.
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Appendix A

Diphoton Production Cross Section

In this appendix, calculations of the cross section of the diphoton production are described.
Those calculations are shown in Figure 1.1, 6.5, and 6.6. First, the kinematics in a two-
body scattering (ab — cd) and a general formulation of the differential cross section are
presented. The initial parton bremsstrahlung and the primordial k1 smearing are not con-
sidered, where the primordial ky is transverse momentum of two initial partons. Integrated
the general formulation, we can obtain a formula of the differential cross section with respect
to the transverse momentum. The differential cross sections for subprocesses of the diphoton

production are last presented.

Let us consider the reaction of a parton a inside a beam hadron A and a parton b inside
a target hadron B, where particles ¢ and d are scattered off in the final state. When the
initial partons a and b and the final partons ¢ and d have four-momenta, p,, ps, p., and py,

respectively, the Mandelstam variables are defined as:

5 = (patm), (A.1)
i = (pa—pC)Za (A.2)
@ = (p—p)" (A.3)

A caret symbol * will be placed over variables with regard to a subprocess. The Mandelstam
variables are Lorentz invariant. The conservation of energy and momentum, p, +p, = p.+pd,

can be expressed as §+t+u = mg —I—mz —I—mg —I—mczl, where m denotes mass of each particle. In
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high-energy processes we can neglect quark masses. Suppose that parton a carries a fraction
z, of the momentum of hadron A and parton b carries a momentum fraction of z; of hadron
B in the rest frame of the hadron-hadron reaction. If we can neglect masses and transverse

momenta of initial partons, the four-momenta of partons a and b can be written by

pe = 20(1,0,0,41) (A4)
Py = mb%(LOaOa_l) (A5)

where /s is the center-of-mass energy.

The cross section of the hadron-hadron reaction involving a large momentum transfer can
be factorized into the parton distribution function, the fragmentation function, and a hard-
scattering subprocess according to the prescription provided by the parton model. Thus the

invariant cross section of the hadron-hadron reaction AB — cd is written as
do(AB — cd)
1
= 5, 2 Gasa(@a)dea Goyp(zs)day
ab

dgpc dspd
(2m)32E, (27)32E,’

where G,/4(q)dz, is the probability of finding a parton a in a hadron A with a momentum

Y [M(ab— cd)|* (2m)*6 (pa + po — Pc — Pa)

(A.6)

fraction between z, and z, + dz, and similarly Gy p(xy)dxy for a parton b. The invariant

amplitude squared of the hard scattering subprocess, | M(ab — cd)|?, can be perturbatively

calculated as long as it takes place involving a large momentum transfer. In this formulation,

2s is referred to as the initial flax in the center-of-mass frame and
dgpc dspd
27)32E, (271')32Ed’

dLips = (271')454(pa + Db — Pe — Pd) ( (A.7)

is called the Lorentz invariant phase space factor.

If we use the transverse and longitudinal momentum, pt and p,, for an outgoing particles,

the rapidity y is defined as
B 1 1 E+p,
V=9 E P

When particles ¢ and d have rapidities y; and y,, respectively, the four-momenta for outgoing

(A.8)

particles ¢ and d can be written by

pc = pr(coshys,+1,0,sinhy;) (A.9)
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pa = pr(coshys, —1,0,sinh y,). (A.10)

Integration of the invariant cross section over the phase space of the final state gives

do dé
B — AB d = aGa a G = b d A.]_]_
dyldy2dez( —C ) %}:m /A(ic )wb b/B(:vb) g7 (a —c ) ( )

where the differential cross section for the two-body parton scattering subprocess is denoted

by

do 1 .
The momentum fractions of incoming partons are constrained by the observed final state as
follows:
2, = %(ew +e?), (A.13)
2y = PL(e7¥ +e¥). (A.14)

Vs

In addition, the invariant mass M is defined as
M? = 2p1*(1 + cosh(y; — y2)) (A.15)

and the invariant mass distribution is written down as

do _ M do
dyidy,dM 1+ cosh(y; — ) dyidy.dpr?’

(A.16)

If we can measure transverse momenta and rapidities of the final partons and know the
parton distribution well, we can study the hard-scattering subprocess. Furthermore, if we
can measure transverse momenta and rapidities of the final partons and can specify the
hard-scattering subprocess ab — cd occurring under the hadron-hadron reaction AB — cd,

we can measure the parton distributions G, 4(z,) and Gy p(zs).

The lowest-order (LO) subprocess of the diphoton production is the quark annihilation
(¢g — ) which includes two electromagnetic vertices shown in Figure 1.1. The Feynman
diagram for the quark annihilation is presented in Figure A.1 (a). The differential cross

section of this subprocess, which is proportional to o2, is written as

do, _ 12 (4 ¢
Flad— ) =male s (; + 5) (A.17)



APPENDIX A. DIPHOTON PRODUCTION CROSS SECTION 103

e, is electric charge of a quark which takes part in the reaction. Another lowest-order
subprocess is the gluon fusion (g9 — <v+) [50] which includes a quark loop as shown in

Figure A.1 (b). The differential cross section, which is proportional to a’as?, is written as

do 1

(99 =17 = o’ (gfj 63) as’ e {lA(w)* + |B(w)]* + |B(1 —w)[* +5}  (A.18)

where Ny is number of flavors which is involved in the quark loop. A(w), B(w), and w are

defined as:

Aw) = 14Qw-1Dn—" 4 % (w? + (1 - w)?) (1112 ! 4 WZ) . (A.19)

Bw) = 1— (1 _ %) (In(1 — w) + i)
+% (1+(1—w)?),In(1 — w)(In(1 — w) + i27) (A.20)

and A
w= _% (A.21)

For next-to-leading logarithmic (NLL) corrections to the Born terms, approximate K

factors [51] are calculated by Contogouris et al. The approximate K factors are of the form
as
K=1+_2Cr* A.22
+5 Cm (A.22)
where C is a color factor. For the quark annihilation, a color factor C is given as

4
Clag—>m)=0Cr=35 (A.23)

where Cp is the color factor in the color SU(3). For the gluon fusion, a color factor C is

given as

Clgg > vy)=Nc=3 (A.24)
where N, is number of colors in the color SU(3).

Aurenche et al. has carried a complete calculation of next-to-leading logarithmic cor-
rections for the quark annihilation (¢g — <v) and the bremsstrahlung (¢gg — gyv and
qq — gv7v), which is called the beyond leading logarithmic (BLL) QCD calculation. This
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BLL calculation includes the full integration over the phase space for the opposite-side pho-
ton in the diphoton production. Because of difference in the 7 range, we can not compare

this BLL calculation with our data.

Whereas Owens et al. presented the NLL calculation using a Monte Carlo integration
method [52]. The Monte Carlo calculation can be adapted to our experimental conditions.
Furthermore, the Monte Carlo calculation allows us to study the NLL corrections for several
observables. A result of the NLL corrections using the Monte Carlo calculation is shown in

Figure 6.6.
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Figure A.1: Feynman diagrams for the diphoton production are shown: (a) The quark
annihilation (¢g — vv), (b) the gluon fusion (gg — v7).



Appendix B

Missing Transverse Energy

Significance

In ordinary QCD processes, there is not either high-py neutrino or high-pr muon whose
energy can not be directly measured with a calorimeter. There may be neutrinos and muons
from hadron decays, but these momenta should be statistically balanced in the azimuth.
Therefore, the vector sum of energy deposits in calorimeter towers should be centered around
zero in the X-Y plane. We often use the missing E7 significance rather than the missing Et
itself to distinguish a kind of strange events, such as cosmic ray backgrounds, from ordinary

events. The distribution of the missing E7 significance is described below.

We define projections of missing transverse energy £t onto X and Y axis:

Ex = —)_E;sinb;-cos ¢, (B.1)
J

EY = —ZEjsinHj-sinqﬁj. (B2)
J

E; is the total energy deposit in the j-th tower. 8, and ¢; are the polar and azimuthal angles
of the tower center when the origin of the coordinate system is put at the event vertex. The

magnitude of the missing E7 is define as

Er = VEx* + By’ (B.3)
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The missing Er significance S is defined as

S = \/?TT (B.4)

where Y E7 is the total F1 sum. The total Et sum is defined as

EET = ZEJ sin Hj. (B5)
J

We can also define projections of S onto X or Y axis as:

Bx
VEET’
By

Sy = s (B.7)

Let’s consider a calorimeter with total number of towers n. Simply suppose that each

Sx

(B.6)

tower always measures the average transverse energy £ with the standard deviation o(E).

Then we can expect means of both £x and Ky are zero. Furthermore, we can estimate the

standard deviations of £y and By, o(£x) and o(£x), as follows:

o(Ex) ~ o(Br) ~ ¢Z o(B)cos ¢, = |7 - o( B). (B.8)
J
We can also estimate the total Er sum X Et as
EE'TNZE’:TL-E. (B.9)
J

In this simple case, the standard deviations of projection of the missing Ep significance,
o(Sx) and o(Sy), correspond to a coefficient of the stochastic part in a formulation of

energy resolution of the calorimeter.

o(Sx) ~ o(Sy) ~ \/Li : % 7. (B.10)

Therefore we can regard both Sy and Sy as a Gaussian distribution with the standard

deviation T as
1 z?

exp [~ —]. (B.11)

21T 262

Thus we can expect a bi-Gaussian for the missing Er significance. We estimate the distri-

g(z) =

bution of the missing Er significance on the basis of hypothesis as follows:

£(5) = [[ a(5x)a(Sv) 6(S — /S5 + 57) dSxdSy = Sy exp [-%}. (B.12)
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From this simple discussion, we expect that £x and Ky in out data have a standard
deviation @ corresponding to the overall energy resolution. Furthermore, we expect that a
bi-Gaussian with the standard deviation @ is fitted to the missing Er significance in our data.
Figure 3.4 (a) and (b) show £x and Fy in the diphoton data, to which a Gaussian with a
common standard deviation is fitted well. Figure 3.4 (c) shows the missing E significance in
the data, which the bi-Gaussian with the standard deviation fits. The missing Ev significance
in the final diphoton data shown in Figure 3.4 (d) also displays a bi-Gaussian form. Therefore,

our data are consistent with ordinary QCD events.



Appendix C

Luminosity Calculation

The number of events, A/, which we observed is given by
N =0c-[Ldt (C.1)

where o denotes the cross section of a hadron-hadron reaction and [Ldtdenotes the inte-
grated luminosity. Thus we must know the luminosity £ to measure the cross section. The

luminosity calculation is explained below.

Suppose a beam which consists of particles with the mass m, the momentum P, and the
energy F, goes along the z axis. We consider motion of the beam in the = direction. The

two variables of Hamiltonian mechanics, the position g and momentum p, are defined as:
q = T, (02)
P = Py (C.3)
The transverse motion of a particle in the beam can be mapped onto a trajectory in the
phase space. Particles in the beam occupy an area in the phase space. The shape of the area

may change as the motion proceeds, but the area [pdq is conserved according to Liouville’s

theorem. The divergence z’ is defined as

de p,
r— — = —. .
o= =7 (C.4)

With this, Liouville’s theorem can be written as
/pdq =P /m'dm. (C.5)
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The emittance me is defined as

/m'dm = Te. (C.6)

In addition, the normalized emittance €* is defined as

., cP
€ = @E. (07)
Thus Liouville’s theorem is rewritten as
/pdqz P -me=mc-7€". (C.8)

Suppose particles in the beam are in simple harmonic motion with a wave length 3(s) which

changes along the beam line s. Then the maxima of z and z’ are

= e*B(s), (C.9)

e T\ B(s)”

mmax

(C.10)

For head-on collisions of two bunches containing N of protons and N of antiprotons the
machine luminosity is given by
NN
L=f—ro C.11
R (C.11)
where f is the frequency of beam crossing, and A is the effective area of the bunch-bunch
overlap. N and N can be directly obtained by measuring the circulating currents. In term

of the transverse beam profiles for protons and antiprotons, i(z,y) and i(z,y), the factor &

is given by
l . fi(may) ) {(m,y)dmdy
A [i(z,y)dedy - [i(z,y)dedy’

The transverse beam profiles are measured by the flying wire technique. In this method thin

(C.12)

solid wires are swept through each beam fast enough not to disturb the beam and not to melt
the wires themselves. By detecting the rate of beam-wire interactions with a suitable monitor,
one can measure i(z), i(y), i(z), and i(y). Under the assumptions i(z,y) = i.(z) - i,(y) and
i(z,y) = 12() %, (y), one can derive the factor 5. We assume bi-Gaussians for the transverse

beam profiles as follows:

in(2) = exp [— Z ] , (C.13)
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= - C.14
o) = e | (C.14)
- 1 [ 2?2 ]
1a(2) = —o—exp ~35.2| (C.15)
. 1 y’
= - . C.16
R = ] (c.16)
Then the effective area A is given by
A= 4\/ mos” . oL Ty’ : oy (C.17)
The normalized emittances can be defined by the following geometrical relation:
mol = B.e, (C.18)
7r0'§ = Pye,. (C.19)

Using the normalized emittances, we can express the effective area A as

€+ € € +E,
A:4,/ﬁxﬁy\/ 5 y2 v, (C.20)

Therefore, the luminosity is written with beam parameters as

NN
€ +€ € TE€,
\/ﬁxﬁy\/ bl

The flying wires to measure the transverse beam profiles must be thin relative to the beam

c=f

(C.21)

width. In addition, their speed of traversal is in practice forced to be very high to avoid
melting the wire after a few traversals. Therefore, the accuracy of the flying wire method is

likely to suffer from statistical limitations.

One can measure the luminosity in a collider not only by direct measurement of the
beam parameters but also by measurement of a reaction with a known rate. We have used
a combination of these methods to measure the integrated luminosity. The Tevatron run at
two different energies, /s = 546 GeV and /s = 1800 GeV. We have used the interaction rate
as measured with the BBC’s at both energies, together with the beam parameters measured
by the Fermilab Accelerator division. We have also used the pp cross sections measured by

UA4 at the SppS collider at CERN to calibrate our luminosity measurement.
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By monitoring the rate of hits in the BBC’s we have a reaction to which we can normalize
all other cross section measurements. To get an absolute normalization of the BBC cross
section ogpc, we use the rate seen by the BBC’s and the luminosity measured with the beam
parameters. The transverse beam profile is measured with flying wires. Resistive wall current
monitors measure both bunch intensities and the longitudinal beam profile. The luminosity
at B0 straight intersection is calculated from the beam profiles and the accelerator lattice
function. The overall uncertainty on the accelerator luminosity is estimated to be 10%, and
is independent of energy. At both /s = 546 GeV and 4/s = 1800 GeV, we measure the
beam parameters and the rate in the BBC’s (Rgpc). We are then able to measure how oppc
changes with 4/s, via the ratio of the accelerator luminosity (Lrey) calculated from beam
parameters. The ratio has a systematic uncertainty free from the overall normalization
uncertainty. By normalizing at /s = 546 GeV, where UA4 with similar geometry to the
BBC’s have been measured the pp cross sections, we can measure the effective cross section
seen by the BBC’s at /s = 1800 GeV and extract the integrated luminosity recorded. We

use the relation

Rgpc
——— (1800 GeV
UBBC(]-SOO GCV) — ETev ( ) ) = ]_30 :l: 006 (022)
oppc(546 GeV) @(546 GeV)
Tev

to extrapolate the BBC cross section oggc from 546 GeV to 1800 GeV.

The value of %% at 1800 GeV has been corrected by (—342)% for dynamic beam-beam
interaction effects, which change the focal properties of the Tevatron lattice. These effects
predict linear or quadratic dependence of the ratio with the luminosity. The correction is
extrapolated to low luminosity where the beam-beam effects are found to be negligible. The
uncertainty of this correction comes from the difference between the linear and quadratic

extrapolations.

We use two methods to calculate oppc(546 GeV). The first is to use the accelerator
luminosity as calculated from the beam parameters. This method gives an effective BBC
cross section of 32.8 £+ 3.6 mb. The second method is to use values reported by the UA4
collaboration [54, 54]. The UA4 experiment used trigger counters similar in geometry to the

BBC’s. From UA4 measurements, the effective cross section of the double-arm coincidence is
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opa = 38.9+1.8 mb. Using the MBR Monte Carlo simulation which generates minimum bias
events, we then calculate the relative acceptance of the BBC’s to the UA4 trigger counters.
This correction is necessary because the UA4 trigger counters cover a different geometrical
area (3.0 < |p| < 5.6) from the BBC’s (3.3 < |p| < 5.9). The correction due to different 7
coverage is (—2.1 £2.1)%.

We also correct for the inefficiencies in the BBC’s due to radiation damage suffered
during the course of the data taking. Radiation damage at 1800 GeV are measured from
data triggered solely on beam crossings. The magnitude of this correction at 1800 GeV
is —0.7%. This inefficiency is extrapolated to 546 GeV by using the MBR Monte Carlo
simulation, giving an inefficiency of (2.2 4+ 2.2%).

The value for oppc(546 GeV) from this method is
oppc(946 GeV) = 0.979 x 0.978 x 38.9 mb = 37.2 (£5.3%) mb. (C.23)

To derive the final value of oppc(546 GeV), we average the measurements from the acceler-
ator calculation and the UA4 normalization weighted by their respective uncertainties. In
summary, we obtain ogpc(546 GeV) = 36.2 + 1.7 mb. We calculate oppc(1800 GeV) =
47.0 £2.21 £+ 2.17 mb, where the first error represents the contribution from oppc(546 GeV)
and the second error is the contribution from the luminosity ratio. Thus we can get the

luminosity £ from the BBC cross section oggc and the BBC trigger rate Rpgc as

_ Rppe

c (C.24)

OBBC
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